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            Preface

         
         This book is the result of a joyful collaboration between a linguist (Emily) and a sociologist (Alex), rooted in a shared
            drive to deflate AI hype through analysis grounded in our academic fields and pointed humor.
         

         
         We met online in 2020, participating in broader discussions about the impacts of technologies sold as “AI”.1 In 2020 and 2021, we collaborated (with three other scholars, led by the inimitable Deb Raji2) on some academic papers critiquing the dismal evaluation and data handling practices of the field.
         

         
         Since then, we’ve continued to use social media to take down ridiculous claims of tech boosters as well as bad journalism
            that fawns over them. This work can be trying, since speaking out against people’s favorite toys, tech leaders who appeal
            to a particular type of nerdy masculinity, and exploitative practices draws all kinds of negative pushback. Many people, especially
            in Silicon Valley and computer science departments, are willing to grant tech companies a good deal of grace for technologies
            that don’t live up to the hype. Beyond that, this work frequently involves contending with racism, sexism, and white supremacy
            and their associated violence. What kept us going was community, largely in the form of group chats, where we poked fun at
            all the hype, as well as processing all the nasty replies we received.
         

         
         In one of those group chats, in April 2022, together with our colleagues Timnit Gebru and Margaret “Meg” Mitchell, we debated
            how to most effectively respond, especially when the hype takes the form of longer artifacts, such as scientific papers, podcast
            interviews, and long-form journalism. Meg suggested something in the style of the TV show Mystery Science Theater 3000 (MST3K), in which the characters take terrible sci-fi movies and make them enjoyable with running commentary.
         

         
         A few months later, Emily came across a blog post that was too long for a tweet-thread takedown (a Medium post by Blaise Agüera
            y Arcas of Google titled “Can Machines Learn How to Behave?”). At an estimated sixty-minute read, every single paragraph was
            oozing AI hype. But the thought of writing a tweet thread or a blog post to counter each part of that seemed exhausting. So
            Emily asked in the group chat if anyone was up for giving it the Mystery Science Theater treatment.
         

         
         Alex, a big fan of MST3K, jumped on board, and an accidental podcast was born: we livestreamed our takedown of the blog post
            on the platform Twitch, figuring it would take an hour or so. One hour wasn’t enough, so we scheduled a second, and then a
            third, and then just kept going. A few more streams in, we heeded many calls to turn our series into a podcast and brought
            Christie Taylor on board as a producer.
         

         
         Our show, Mystery AI Hype Theater 3000, is billed as a space in which to seek catharsis in this age of AI hype: we find the worst of it and pop it with the sharpest
            needles we can find! Those needles are strong because they’re built from linguistic and sociological analysis, but sharp because
            they’re honed in humor.
         

         
         One of our taglines on the podcast is “Along the way, we learn to always read the footnotes.” That’s because checking the
            sources for all of the hype-tastic claims often gives us a good vista on the house of cards (that is, thin research methods,
            shoddy argumentation, and questionable citation practice) supporting the flashy façade. In that same spirit, it is important
            to us to cite our sources: we care both about the provenance of the information we are sharing and about giving credit where
            credit is due. You’ll find those sources, along with further details and analysis we deemed too in-the-weeds for the main
            text, in the endnotes.
         

         
         Our goal is to help the public at large as well as decision-makers at all levels become resistant to hype. Think of us as
            your guides to navigating a glitzy technology expo hall, full of salespeople trying to get you to buy a new product or fork
            over your data. We don’t need that energy, and neither do you.
         

         
         We are writing now, in late 2024, from the inside of what feels like the height of the AI hype bubble. As we say on the podcast:
            each time we think we’ve reached peak AI hype—the summit of bullshit mountain—we discover there’s worse to come. We’re using
            what we see in this bubble to document the contours of hype about AI, its causes and its short- and long-term effects. Our
            primary goal is to inhibit the next tech bubble. We hope that by pulling back the curtain, we’ll help you to be able to spot
            the hype now and the next time around, while honing your own needles.
         

         
         
      
   
      
      
      
         
            Chapter 1
An Introduction to AI Hype

         
         In late 2023, inside the grand halls of the United States capital of Washington, DC, Senator Charles “Chuck” Schumer, Senate
            majority leader, led the eighth of a set of forums he had been convening around artificial intelligence, or AI. These “insight
            forums” were intended to provide the august body of the U.S. Senate with information on how to handle this “brand-new” technology
            of AI. At this particular meeting, a number of notables were in attendance: researcher Yoshua Bengio, who received one of
            computer science’s highest honors for his work on AI; Jared Kaplan, cofounder of the influential AI startup Anthropic; Aleksander
            Mądry, OpenAI’s “Head of Preparedness”; and Stuart Russell, an influential professor of computer science. Also in the room
            were people from civil society (including civil rights and nonprofit research groups), policy institutes, and venture capital
            firms.
         

         
         Schumer began the conversation1 with an unusual prompt: What was everyone’s p(doom) and p(hope)? Pronounced pee-doom (and pee-hope), this phrase references notation from statistics and is short for “probability of doom/hope”, referring to a popular trope that machines with minds of their own will, perhaps, kill us all, intentionally or unintentionally. Estimates from those in the room ranged from 0 up to 90 percent, according to reporting on the event. Schumer tweeted afterward2: “If managed properly, AI promises unimaginable potential. If left unchecked, AI poses both immediate and long-term risks.”
            These risks have been deemed “existential” by those who have a p(doom) around the high end—risks that, if left unchecked,
            would threaten the whole of humankind.
         

         
         Probability of doom, especially when written in the mathy-looking format p(doom), sounds like an important and sophisticated metric. Or at least the probability or p() part does. But these stark terms are meant to grab headlines and grant an inflated sense of self-importance to those in the
            room. Doom reminds us of titanic, cartoonish fictional battles of good versus evil. And the cartoonish connotations are apt: just like
            such fictional battles, p(doom) estimates are based in fantasy rather than data or empirical fact. But that hasn’t prevented
            this imaginary metric from becoming a fixation of lawmakers, venture capitalists, and Silicon Valley’s managerial class. We
            imagine part of the appeal is that it allows people in power to imagine themselves as heroes out to save humanity, while actually
            turning away from the very real threats to actual people.
         

         
         For example, the probability of techno-enabled doom brought about through automated state violence is very high for some citizens
            of Detroit. In January 2020, Robert Williams was arrested3 in front of his two young daughters, when Detroit police trusted the result of a database search of 49 million photos that
            matched his driver’s license photo to a freeze frame from a surveillance video of a theft, committed by someone else, two
            years earlier. The detectives didn’t acknowledge their error until Williams held the printed freeze frame next to his face.
            In February 2023, Porcha Woodruff was arrested4 and detained for eleven hours based also on the output of an automated facial recognition system. At the time, Woodruff was eight months pregnant and began to experience contractions while in police custody. The facial recognition system matched her image to footage of a (not visibly pregnant) person stealing a car. Both Williams and Woodruff are Black, and most known false positives5 for facial recognition tools have involved Black individuals. The probability is quite high that the lives of these people—and
            a number of other Black residents who have been mistakenly marked as criminal by facial recognition systems—have been irrevocably
            altered for the worse.6

         
         A doomsday scenario has also arrived for teenagers, especially teenage girls, in the form of apps that purport to “undress”
            a person in an image. These image generation apps7 automate the task of making deepfake porn, allowing high school students to sexually harass and bully their classmates with
            a few clicks. The vast majority (99 percent) of deepfakes are of women.8 The apps can produce such outputs because they are trained on indiscriminately collected troves of images9 from the internet, datasets that are so enormous no one could possibly verify each individual image in them. The datasets
            contain a lot of porn, meaning deepfake apps also create nonconsensual images of a sex worker’s body.10 Distressingly, these datasets also include11 child sexual abuse material.
         

         
         In 2023, the Israel Defense Forces (IDF) and Prime Minister Benjamin Netanyahu’s war-driven cabinet leveraged a system, again
            marketed as AI, in carrying out their assault on the Gaza Strip, in which tens of thousands of civilians were killed12 in just the first three months. While the AI system was far from the only ingredient in what the head of the International
            Committee of the Red Cross and a spokesperson for a United Nations office both called “hell on Earth,”13 it served the purpose of rapidly scaling (and justifying) target selection: using a system called “The Gospel”,14 the IDF dramatically expanded the scope of possible targets to include so-called “power targets”, which includes high-rise residential blocks where a single Hamas member may live. In the words of one former officer, the system facilitates a “mass assassination factory.” 

         
         But harms befalling real people are not what p(doom) refers to. Despite what many leaders in DC, New York, and Silicon Valley
            say, p(doom) is the wrong metric and the wrong framing. It serves to obfuscate what’s really going on. Artificial intelligence,
            if we’re being frank, is a con: a bill of goods you are being sold to line someone’s pockets. A few major well-placed players are poised to accumulate significant
            wealth by extracting value from other people’s creative work, personal data, or labor, and replacing quality services with
            artificial facsimiles. The language of p(doom) is a ruse to keep us focused on imaginary scenarios, filled with awe at modern
            robber barons’ allegedly potentially world-ending technology, and too distracted to see the daily harms being done in its
            name.
         

         
         We call this type of con “AI hype”. Hype is not particularly new, and in fact we’ve been through AI hype cycles before. A
            characteristic of our current hype cycle is that the con men are taking a series of tropes from science fiction—of artificial
            minds hell-bent on turning us into paper clips or Terminators waging wars for their right to exist (and to look cool on motorcycles)—and
            injecting them into discussions at the highest echelons of business and government. This framing is useful to those creating
            the technology because it makes them appear powerful—if not godlike—in their technical creation. But this belies what these
            technologies are doing to the rest of us: threatening stable careers and replacing them with gig work, slashing personnel
            in government, cheapening our social services, and degrading creativity.
         

         
         To successfully navigate this technological moment, make wise choices as individual consumers and institutional decision-makers, and encourage lawmakers to enact smart policy, we argue that this framing needs to be discarded altogether. Not only does the rhetoric around p(doom) distract from actual harms, but the very terminology of “artificial intelligence” impedes clear understanding of the technologies in question, what they can and should be used for, and how to evaluate them. So, in our exploration of AI hype, we must first take a closer look at what people are talking about when they talk about “artificial intelligence”. 

         
         
            What Is “AI”?

            To put it bluntly, “AI” is a marketing term. It doesn’t refer to a coherent set of technologies. Instead, the phrase “artificial
               intelligence” is deployed when the people building or selling a particular set of technologies will profit from getting others
               to believe that their technology is similar to humans, able to do things that, in fact, intrinsically require human judgment,
               perception, or creativity. But even in this case, there has to be a claim to similarity: calculators are far better than people
               at doing arithmetic, but they aren’t sold as “AI”. Sometimes the people selling these tools seem to believe their own marketing
               (we’ll meet several examples in later chapters), but what really matters is that they can sell it that way.
            

            
            Throughout this book, we’re going to use the terms “artificial intelligence” or “AI” to refer to technologies sold as such.
               When speaking about a particular technology, we aim to be as precise as possible15. But when referring to these technologies in general, we will sometimes use the shorthand abbreviation of “AI”. We want to
               keep a critical distance from the term: every time we write “AI”, imagine we have a set of scare quotes around it. Or if you
               prefer, replace it with a ridiculous phrase. Some of our favorites include “mathy maths”, “a racist pile of linear algebra”,
               “stochastic parrots”16 (referring to large language models specifically), or Systematic Approaches to Learning Algorithms and Machine Inferences
               (aka SALAMI17).
            

            
            The set of technologies that get sold as AI is diverse, in both application and construction—in fact, we wouldn’t be surprised if some of the tech being sold this way is actually just a fancy wrapper around some spreadsheets. The term serves to obscure that diversity, however, so the conversation becomes clearer if one speaks in terms of “automation” rather than “AI” and looks at precisely what is being automated. In doing so, we find several types of automation.
            

            
            Decision making. The first group involves using computers to automate consequential decisions. These are called automatic decision systems
               and they are often used, for example, in the process of setting bail, approving loans, screening résumés, or allocating social
               benefits. These uses are contentious, and rightfully so, because they have extreme ramifications for people who are subject
               to the system’s recommendations.
            

            
            Classification. The second kind of automation involves classification of inputs of different types. For example, image classification can
               be used to help consumers organize their photos (where are all the photos of Grandma?), or can be used by governments for
               surveillance (matching a security footage frame to a database of driver’s license photos). The classification of web users
               for targeted advertising also fits into this group.
            

            
            Recommendation. A third type selects information to present to someone, based on their own search or purchase history, or searches performed
               by someone else with a similar profile to them. These systems are called recommender systems. They’re behind the ordering
               of your feed in social media websites, Amazon product recommendations, or movie suggestions on Netflix.
            

            
            Transcription/Translation. The fourth type is the automatic translation of information from one format to another: automatic transcription (sometimes
               called “automatic speech recognition” or “speech to text”), finding words and characters in images (like automatically reading
               license plates), machine translation of one language to another, or something like image style transfer (taking a selfie and
               making it look like an anime character).
            

            
            Text and Image Generation. Then finally there’s a type that’s been very much in everyone’s mind recently: so-called generative AI or, more aptly, synthetic
               media machines. These are systems like ChatGPT, Gemini, or DALL-E that allow users to generate images or plausible-sounding
               text based on textual prompts. A “prompt”, in generative AI terminology, is the words used to describe the desired output.
            

            
            Lumping all of these different technologies under the label of “AI” creates the illusion of “intelligent” technology: if our
               photo software’s sharpening tool is imagined to be the same thing as the system that appears to cheerfully answer questions
               on any topic, then both are perceived as even more “intelligent” or even “magical” than each alone, and we’re more likely
               to accept automation in other domains, like deciding who gets social benefits or who is classified as a possible repeat offender.
               They are all supposedly driven by the same “intelligence”. Text synthesis machines have an outsized role here: language is
               so central to our understanding of each other that when we encounter language that doesn’t actually reflect the thoughts,
               ideas, or communicative intent of another person, it’s difficult not to imagine some humanlike mind behind it.
            

            
            “AI” has always been a marketing term, but it hasn’t always been the marketing term of choice. In fact, up until fairly recently, the field was experiencing an “AI winter”, a time during which research funding was scarce, and the overall project of building computer systems that mimic human cognition was fairly marginalized within computer science. The companies building and selling such technologies as speech synthesis, automatic transcription, machine translation, image processing, and robotics did not label them as “AI”. That all changed in the 2010s, when one particular approach to pattern matching at scale—called “deep learning” —became practical for the first time. This wasn’t because of any magic or quantum leap in technology, but for the most part followed from innovation predicated on the falling costs of microchips and the abundance of digitized data on the web, easily accessible through a small set of platforms that centralized data sharing (Flickr, Tumblr, Google, and the like). 

            
            Even researchers working on these very approaches were surprised by the rapid switch from “AI winter” to seemingly unlimited
               venture capital funds. A research conference called Neural Information Processing Systems18 (NeurIPS, for short) grew from 1,354 attendees in 2010 to 13,000 attendees in 2019 and 22,000 attendees in 2020 (virtual
               due to COVID). In December 2012, when the conference was held outside of snowy Lake Tahoe (with a relatively sparse attendance
               of 1,676 people), a researcher named Geoff Hinton, along with his graduate students Alex Krizhevsky and Ilya Sutskever, held
               a secret auction19 for their company, DNNresearch. The company had no product, nor any content on its website beyond its name. All it had was
               a paper that demonstrated their success in deep learning. Four companies—Microsoft, Google, the London-based AI startup DeepMind
               (later acquired by Google), and the Chinese search engine Baidu—made bids. The day went to Google, however, when Hinton stopped
               the auction at $44 million. Hinton went on to join Google as a Distinguished Researcher for over a decade, and Sutskever later
               went on to become a cofounder and chief scientist at another startup, OpenAI. The deep learning era started with a bang, powered
               by immense amounts of money, capital, and, of course, hype.
            

            
         
         
            What Is Hype?

            Hype is the aggrandizement of some person, artifact, technology, or technique that you, the consumer, absolutely need to buy or invest in as early as possible, lest you miss out on entertainment or pleasure, monetary reward, return on investment, or market share. In the hip-hop world, the hype man is an accessory to the main act, the person who amps up the crowd for their employer. Software developer conferences might seem like the antithesis of hip-hop concerts, but then–Microsoft CEO Steve Ballmer played the hype man at a 1999 Microsoft event.20 Voice hoarse, visibly sweaty, he pranced around the stage chanting “Developers, developers, developers!” and managed to get
               his audience of software engineers and managers to pick up that chant, buying into his hype about a mundane software framework.
            

            
            Hype drives fashion trends, new musical artists, and car purchases. But more critically for this book, it drives investment
               in startups, technologies, and particular people.
            

            
            Like other kinds of hype, AI hype plays on FOMO (the fear of missing out): it is the repeated message that a set of technologies—currently,
               a set of statistical methods developed within computer science and engineering—will change the world and you, the consumer
               or corporate manager, absolutely must use it, lest you be left in the dust. As a consumer, if you don’t get in on the hyped
               product, you’ll be seen as a regressive Luddite, lacking in modern skills, and/or about to have your job automated away. If
               you’re a corporate manager, you have to get on board, or competitors will eat your lunch. If you’re a computer programmer,
               you have to use new tools, otherwise you will be wasting time and won’t meet product deadlines. If you’re a teacher, you have
               to incorporate it into your curriculum, lest your students not be prepared for the AI-enhanced workplace. And if you’re a
               student, you have to thoroughly understand AI to take on today’s modern workplace, or else you’ll get passed over for job
               opportunities.
            

            
            The commercial function of tech hype is to boost sales of a product. In other words, marketing. Sam Altman, the CEO of OpenAI,
               is, like all the great tech barons of our era, an adman. But while all tech hype plays a commercial function, AI hype in particular
               plays a cultural function as well. It connects a commercial goal with a popular fantasy of sentient machines.
            

            
            When selling rosy scenarios, AI hype promises us a life of ease: jobs deemed menial like data entry, writing ad copy, and making basic graphics will become a thing of the past. AI “companions” will take notes for you in online meetings or, even better, become your stand-in while you address more pressing matters. Surely technologies of today are just a few rounds of “progress” away from the onboard computer that Captain John-Luc Picard can confidently command to provide “Tea, Earl Grey, Hot” or the caring, competent “operating system” voiced by Scarlett Johansson in Her. Altman made this implicit fantasy explicit21 when he tweeted the single word “her” in advance of a product demo, a voice assistant that sounded suspiciously like Johansson—created
               without her consent.
            

            
            But AI hype also depends on promulgating worst-case scenarios. Here, AI hype invokes visions of robots that disobey Isaac
               Asimov’s First Law of Robotics: “A robot may not injure a human being or, through inaction, allow a human being to come to
               harm.” These examples are rife throughout science fiction and myth: the robot HAL 9000, which disobeys the commands of humans
               in 2001: A Space Odyssey in order to complete its mission; the machine race that takes over the face of the earth and uses humans as a power source
               in The Matrix; a rogue “Entity” in Mission Impossible: Dead Reckoning, which, after being developed by the U.S. government, turns on its masters. The tale is as old as Mary Shelley’s Frankenstein, about the monster that turns on its creator, or even older, in the Judaic figure of the golem, which in some iterations
               of the story goes rogue after its human handlers forget to deactivate it.
            

            
            Claims that we’re but a step away from living in a science fiction world have little basis in reality. But just because the hype is ungrounded in the real world doesn’t mean the hype itself doesn’t impact the world, culturally, economically, and environmentally. And while AI hype has reached a fever pitch in recent years, it has been with us for decades, back to the founding of the field. We can expect AI hype to accompany AI research as long as such research is pursued. A quick tour of the original AI hype will help us see through today’s, and comparing AI hype—old and new—will help you identify it in the future, too. 

            
         
         
            A Brief History of AI (and AI Hype)

            As long as there’s been research on AI, there’s been AI hype. In the most commonly told narrative about the research field’s
               development, mathematician John McCarthy and computer scientist Marvin Minsky organized a summer-long workshop22 in 1956 at Dartmouth College in Hanover, New Hampshire, to discuss a set of methods around “thinking machines”. The term
               “artificial intelligence” is attributed to McCarthy, who was trying to find a name suitable for a workshop that concerned
               a diverse set of existing knowledge communities. He was also trying to find a way to exclude Norbert Wiener—the pioneer of
               a proximate field, cybernetics, a field that has to do with communication and control of machines—due to personal differences.
            

            
            The way the origin story is told, Minsky and McCarthy convened the two-month working group at Dartmouth, consisting of a group
               of ten mathematicians, physicists, and engineers, which would make “a significant advance”23 in this area of research. Just as it is today, the term “artificial intelligence” did not have much coherence. It did include
               something similar to today’s “neural networks” (also called “neuron nets” or “nerve nets” in those early documents), but also
               covered topics that included “automatic computers” and human-computer language interfaces (what we would today consider to
               be “programming languages”).
            

            
            Fundamentally, the forerunners of this new field were concerned with translating dynamics of power and control into machine-readable formulations. McCarthy, Minsky, Herbert Simon (political scientist, economist, computer scientist, and eventual Nobel laureate), and Frank Rosenblatt (one of the originators of the “neural network” metaphor) were concerned with developing tools that could be used for the guidance of administrative—and ultimately—military systems. In an environment where the battle for American supremacy in the Cold War was being fought on all fronts—military, technological, engineering, and ideological24—these men sought to gain favor and funding in the eyes of a defense apparatus trying to edge out the Soviets. They relied
               on huge claims with little to no empirical support, bad citation practices, and moving goalposts to justify their projects,
               which found purchase in Cold War America. These are the same set of practices that we see from today’s AI boosters, although
               they are now primarily chasing market valuations, in addition to government defense contracts.
            

            
            The first move in the original AI hype playbook was foregrounding the fight with the Soviets. The second was to argue that
               computers were likely to match human capabilities by arguing that humans weren’t really all that complex. In 1956, Minsky
               claimed25 in an influential paper that “[h]uman beings are instances of certain kinds of very complicated machines.” If that were indeed
               the case, we could use more controllable electronic circuits in place of people in military and industrial contexts.
            

            
            In the late 1960s, Joseph Weizenbaum, a German émigré, professor at the Massachusetts Institute of Technology, and contemporary
               of Minsky, was alarmed by how quickly people attributed agency to automated systems. Weizenbaum developed a chatbot26 called ELIZA, named for the working-class character in George Bernard Shaw’s Pygmalion who learns to mimic upper-class speech. ELIZA was designed to carry on a conversation in the style of a Rogerian psychotherapist;27 that is, the program primarily repeated what its users said, reframing their thoughts into questions. Weizenbaum used this
               form for ELIZA, not because he thought it would be useful as a therapist, but rather because it was a convenient setup28 for the chatbot: this kind of psychotherapy is one of the few conversational situations where it wouldn’t matter if the machine didn’t have access to other data about the world. 

            
            Despite its grave limitations, computer scientists used ELIZA to celebrate how thoroughly computers could replace human labor
               and heralded the entry into the artificial intelligence age. A shocked Weizenbaum29 spent the rest of his life as a critic of AI, noting that humans were not meat machines, while Minsky went on to found MIT’s
               AI laboratory and rake in funding from the Pentagon unhindered.
            

            
            The murky, unethical funding networks—through unfettered weapons manufacturing then, and with the addition of ballooning speculative
               venture capital investments now—around AI continue to this day. So does the drawing of false equivalences between the human
               brain and the calculating capabilities of machines. Claiming such false equivalences inspires awe, which, it turns out, can
               be used to reel in boatloads of money from investors whipped into a FOMO frenzy.
            

            
            When we say boatloads, think megayachts: in January 2023, Microsoft announced30 that it intended to invest $10 billion in OpenAI. This is after Mustafa Suleyman (former CEO of DeepMind, made CEO of Microsoft
               AI in March 2024) and LinkedIn cofounder Reid Hoffman received31 a cool $1.3 billion from Microsoft and chipmaker Nvidia in a funding round to their young startup, Inflection.AI. OpenAI
               alums cofounded Anthropic, a company solely focused on creating generative AI tools, and received $580 million in an investment
               round led by crypto-scammer Sam Bankman-Fried.32 These startups, and a slew of others, have been chasing a gold mine of investment from venture capitalists and Big Tech companies, frequently without any clear path to robust monetization. By the second quarter of 2024, venture capital was dedicating $27.1 billion, or nearly half of their quarterly investments, to AI and machine learning companies.33

            
            The incentives to ride the AI hype train are clear and widespread—dress something up as AI and investments flow. But both
               the technologies and the hype around them are causing harm in the here and now.
            

            
         
         
            Of Hype and Harm

            There are applications of machine learning that are well scoped, well tested, and involve appropriate training data such that they
               deserve their place among the tools we use on a regular basis. These include such everyday things as spell-checkers (no longer
               simple dictionary look-ups, but able to flag real words used incorrectly) and other more specialized technologies like image
               processing used by radiologists to determine which parts of a scan or X-ray require the most scrutiny. But in the cacophony
               of marketing and startup pitches, these sensible use cases are swamped by promises of machines that can effectively do magic,
               leading users to rely on them for information, decision-making, or cost savings—often to their detriment or to the detriment
               of others.
            

            
            As investor interest pushes AI hype to new heights, tech boosters have been promoting AI “solutions” in nearly every domain
               of human activity. We’re told that AI can shore up threadbare spots in social services, providing medical care and therapy
               to those who aren’t fortunate enough to have good access to health care, education to those who don’t live in a wealthy school
               district, and legal services for people who can’t afford a licensed attorney. We’re told that AI will provide individualized
               versions of all of these things, flexibly meeting user needs. We’re told that AI will “democratize” creative activity by allowing
               anyone to become an artist. We’re told that AI is on the verge of doing science for us, finally providing us with answers to urgent problems from medical breakthroughs (discovering a cure for cancer!) to the climate crisis (discovering a solution for global warming!). And self-driving cars are perpetually just around the corner (watch out: that means they’re about to run into you). But as you may have surmised from our snarky tone, these solutions are, by and large, AI hype. There are myriad cases in which AI solutions have been posed but fall short of their stated goals. 

            
            In 2017, a Palestinian man was arrested34 by Israeli authorities over a Facebook post in which he posed next to a bulldozer with the caption (in Arabic) of “good morning.”
               Facebook’s machine translation software rendered that as “hurt them” in English and “attack them” in Hebrew—and the Israeli
               authorities just took that at face value, never checking with any Arabic speakers to see if it was correct. Machine translation
               has also become a weak stopgap in other critical situations, such as in handling asylum cases. Here, the problem to solve
               is one of communication, between people fleeing violence in their home countries and immigration officials. Machine translation
               systems, which can work well in cases like translating newspapers written in standard varieties of a handful of dominant languages,
               can fail drastically in translating asylum claims35 written or spoken in minority languages or dialects.
            

            
            In August 2020, thousands of British students36, unable to take their A-level exams due to the COVID-19 pandemic, received grades calculated based on an algorithm that took
               as input, among other things, the grades that other students at their schools received in previous years. After massive public
               outcry, in which hundreds of students gathered outside the prime minister’s residence at 10 Downing Street in London, chanting
               “Fuck the algorithm!” the grades were retracted and replaced with grades based on teachers’ assessment of student work. In
               May 2023, Jared Mumm37, a professor at Texas A&M University, suspected his students of cheating by using ChatGPT to write their final essays—so he input the essays into ChatGPT and asked it whether it wrote them. After reading ChatGPT’s affirmative output, he assigned the whole class incomplete grades, and some seniors were (temporarily) denied their diplomas. 

            
            On our roads, promises of self-driving cars have led to death and destruction. A Tesla employee died38 after engaging the so-called “Full Self-Driving” mode in his Tesla Model 3, which ran the car off the road. (We know this
               partially because his passenger survived the crash.) A few months later, on Thanksgiving Day 2022, Tesla CEO Elon Musk announced
               the availability of Tesla’s “Full Self-Driving” mode. Hours later, it was involved in an eight-car pileup on the San Francisco–Oakland
               Bay Bridge.
            

            
            In 2023, lawyer Steven A. Schwartz39, representing a plaintiff in a lawsuit against an airline, submitted a legal brief citing legal precedents that he found
               by querying ChatGPT. When the lawyers defending the airline said they couldn’t find some of the cases cited and the judge
               asked Schwartz to submit them, he submitted excerpts, rather than the traditional full opinions. Ultimately, Schwartz had
               to own up to having trusted the output of ChatGPT to be accurate, and he and his cocounsel were sanctioned and fined by the
               court.
            

            
            In November 2022, Meta released Galactica40, a large language model trained on scientific text, and promoted it as able to “summarize academic papers, solve math problems,
               generate Wiki articles, write scientific code, annotate molecules and proteins, and more.” The demo stayed up for all of three
               days, while the worldwide science community traded examples of how it output pure fabrications, including fake citations,
               and could easily be prompted into outputting toxic content relayed in academic-looking prose.
            

            
            What all of these stories have in common is that someone oversold an automated system, people used it based on what they were told it could do, and then they or others got hurt. Not all stories of AI hype fit this mold, but for those that don’t, it’s largely the case that the harm is either diffuse or undocumented. Sometimes, people are able to resist AI hype, think through the possible harms, and choose a different path. And that brings us to our goal in writing this book: preventing the harm from AI hype. When people can spot AI hype, they make better decisions about how and when to use automation, and they are in a better position to advocate for policies that constrain the use of automation by others. 

            
         
         
            Your Guides to Hype-Spotting

            The two of us have spent the past few years attacking AI hype and puzzling around what’s behind it. Emily is a linguist who’s
               gained recognition for raising ethical issues in the development of language technology. Alex is a sociologist who formerly
               worked on Google’s Ethical AI team and thinks a lot about how technology and society interact, especially how technology reinforces
               persistent inequalities along the lines of race, gender, and class.
            

            
            In this book, we are trying to do the same thing Weizenbaum tried to do: educate people about how these systems work, dispel
               the notion that they are thinking machines with a semblance of human understanding, and provide a model of how to think about
               them instead. While we are working in a time when the general public has much more experience with computers than they did
               in the 1970s, we are also up against text extruding machines that are not only far more versatile than ELIZA, but backed by
               companies and investors with a deep financial interest in people perceiving their technology as a pervasive and all-powerful
               foregone conclusion. Where Weizenbaum offered a stern warning for computer scientists in the pockets of the military men,
               our project is faced with a hydra of AI startups funded by venture capital. Luckily, the public availability of these products
               opens them up to vastly more arenas for accountability by workers, consumers, and regulators.
            

            
            AI hype today infests almost every corner of our culture: claims that we’re dealing with sentient beings, and that one day, these beings will become superintelligent, are unavoidable, from popular entertainment to the halls of Congress. Breathless reporting uncritically parrots corporate statements that AI is going to free you from work, educate your kids, and provide medical care to all who need it. The hypers claim that AI will produce art but also might just kill us all. Should it decide to spare us, at the end of the day you’ll be able to kick back in a fully automated paradise, once AI has solved the climate crisis and poverty. 

            
            This is, of course, all bullshit. AI isn’t sentient, it’s not going to make your job easier, and AI doctors aren’t going to
               cure what ails you. But these claims can make your work worse and reduce your quality of life, unless we fight back against
               the increasing encroachment of these products into every area of public and private life. Hype doesn’t occur by accident,
               but rather because it fulfills a function: scaring workers and promising to save decision-makers and business leaders lots
               of money. Part of our work in dismantling hype is tracking where it comes from and whose interest it serves.
            

            
            In the chapters that follow, we take apart these claims piece-by-piece. In Chapter 2, we dig into how systems like large language
               models and text-to-image generation tools work. We also delve into why, precisely, we are so tempted to think that these are
               superior thinking machines. It has a lot to do with how we as humans process language, namely that we expect a thinking intelligence
               behind something that is using language. We also discuss how the search for “general intelligence” is not only a futile search,
               but one that is grounded in a deeply racist history.
            

            
            In Chapter 3, we discuss the ways in which AI tools, like other kinds of automation before them, are being imposed on workers and furthermore used as a threat to their livelihoods. This pattern is as old as the Industrial Revolution, and so is worker resistance to it. We get into both the history and modern examples of the ways these tools are replacing jobs—and making an absolute mess of things. We also talk about the ways workers are fighting back: through solidarity, organizing, and other collective action. 

            
            Shoddy replacements for actual human labor and relationships are particularly problematic in social services. In Chapter 4,
               we dig into the ways in which corporations and governments are aiming to use automation to replace the splotchy arrangement
               of social services and education in the United States and elsewhere. Automated decision systems have already become stopgaps
               for government agencies that assign public housing and investigate child abuse and neglect. We’re seeing startups chomp at
               the bit as they try to find a foothold in creating chatbots for health care and education.
            

            
            We also find false promises of media synthesis machines in the creative fields, including art, science, and journalism, and
               take these up in Chapter 5. “AI artists” have proliferated online and the visual artists who they are ripping off are (rightly)
               none too happy about it. Meanwhile, a coterie of scientists, abrogating scholarly duty by either misusing synthetic data or
               having language models write papers altogether, have made it harder to separate the wheat from the chaff in many scientific
               fields. And journalism, already suffering from dramatic job losses and fire sales of respected news organizations, is ripe
               for the infection of AI-generated content, intended to maximize eyeballs on ads with as little investment in actual journalism
               as possible.
            

            
            In Chapter 6, we return to how we began this chapter, with a discussion of how AI Doomerism—all that talk of p(doom)—makes many of the same (false) assumptions and plays similar economic functions as AI Boosterism. Some Doomers are true believers, and are motivated by a set of ideologies including effective altruism and longtermism, which preach that we need “superintelligent” technology to colonize the stars. They’re “Doomers” because they worry that this technology might also turn on humanity. On the other side of the same coin are the Boosters, who see the same “potential” in AI to solve everything and want that future to arrive as quickly as possible, no matter the cost. Both sides hold a privileged, white- and Western-centric view of the world, and ignore the very real harms of these tools in the here and now. 

            
            To conclude, in Chapter 7, we discuss strategies to combat AI hype, such as robust regulation, data and privacy legislative
               proposals, and strong worker protections. But more importantly, we talk about what you can do about it.
            

            
            By the end of this book, we hope we’ll have shown you how to resist the urge to be impressed, how to spot AI hype in the wild,
               and how to take back some ownership in our technological future. Let’s jump in.
            

            
         
         
      
   
      
      
      
         
            Chapter 2
It’s Alive! The Hype of Thinking Machines

         
         If you listened to executives and researchers at big tech firms, you’d think that we were on the verge of a robot uprising.
            In February 2022, OpenAI’s Chief Scientist Ilya Sutskever tweeted “it may be that today’s large neural networks are slightly
            conscious.”1 In June 2022, the Washington Post reported that Google engineer Blake Lemoine was convinced that the company’s language model LaMDA was sentient and needed
            legal representation. Lemoine was fired over this incident—not for his false claims (which Google did deny), but for leaking
            private corporate information.2 In an August 2022 blog post, Google VP Fellow Blaise Agüera y Arcas responded to the Lemoine story, but rather than countering
            Lemoine’s claims, he suggested that LaMDA does indeed “understand” concepts and that the debate over whether or not LaMDA
            has feelings is not resolvable or “scientifically meaningful.”3 In April 2023, a team at Microsoft Research led by Sébastien Bubeck posted a non-peer-reviewed paper called “Sparks of Artificial
            General Intelligence: Early Experiments with GPT-4,”4 in which they claim to show that the language model GPT-4 “can solve novel and difficult tasks that span mathematics, coding, vision, medicine, law, [and] psychology” and thus shows the first “sparks of artificial general intelligence.” The word “sparks” evokes an image of something about to catch fire and spread of its own accord. The phrase “artificial general intelligence” here is meant to differentiate from ordinary technologies called “AI”, and is particularly common in modern discourse around thinking, sentient, or conscious machines. 

         
         These claims are not new. Over sixty years ago, researchers, business executives, and government officials were making similar
            bombastic claims about the nature of computer intelligence and the risk of superhuman intelligence supplanting humans at work,
            at home, and, perhaps most alarmingly, on the battlefield. Marvin Minsky, one of the organizers of the 1956 Dartmouth conference
            and founder of MIT’s AI Lab, writing to two colleagues in the 1950s, stated that there is “no aspect of learning or other
            features of [human] intelligence that cannot in principle be described so precisely” that a machine could not be made to simulate
            it.5

         
         But to be clear: neither large language models nor anything else being sold as “AI” is conscious, sentient, or able to function
            as an independent, thinking entity. Despite the proclamations of corporate and academic boosters like Agüera y Arcas and Minsky,
            technologies that synthesize text or solve mathematical puzzles are not artificial life-forms. However, it serves many people
            to say so: entrepreneurs who have a product to sell, researchers who have academic departments to fund, and zealots who have
            institutions or followers that would benefit from such a fiction being perpetuated.
         

         
         This chapter is about how claims of AI sentience or consciousness are a kind of AI hype, and not at all grounded in reality. We discuss what “large language models” are under the hood and how even the most well-informed people have been taken in by the fiction that these technologies are independent, thinking entities, perhaps even with subjective awareness. This particular variety of AI hype has an extra layer of insidiousness: when we imbue these systems with fictitious consciousness, we are implicitly devaluing what it means to be human, and endorsing a much longer line of thinking about the nature of intelligence based in eugenics and race science. 

         
         
            How Large Language Models Actually Work

            Think of the output display of ChatGPT as an illusion, or a magician’s tool. We can walk up to it on our own and be amazed,
               but sometimes, a magician will use it to put on a show,6 as when Sam Altman took a bunch of U.S. lawmakers out to dinner before testifying before Congress in May 2023 and wowed them
               with “fascinating demonstrations” (Representative Mike Johnson, R-LA) that kept them “rapt” (Representative Ted Lieu, D-CA).
            

            
            Even when we know we’re watching a magic trick, it can still feel very real. There’s a reason magicians never explain their
               tricks: knowing how it’s done helps dispel the illusion. We will start by explaining how the trick is done and then consider
               what aspects of our perception maintain our suspension of disbelief.
            

            
            In order to explain how large language models like ChatGPT work, we can start with earlier, simpler language models.7 This technology goes back to the 1940s, when Claude Shannon, building on even earlier work by Andrey Markov, proposed the
               first “n-gram” language models8 (“n” here stands for a number and “gram” is a word). The simplest of these is a unigram model (“n” is one): given some collection
               of texts (called a “corpus”), a unigram model can be built by counting up all occurrences of every word in the text (the, quick, brown, fox). In this way, one can rank words based on their frequency in the corpus.
            

            
            The next simplest n-gram model is a bigram model (where “n” is two): now the calculations concern pairs of adjacent words
               in the corpus (the quick, quick brown, brown fox). For every word in the vocabulary, a bigram model provides the relative likelihood of it being followed by each word in the vocabulary. For trigram models (“n” is three), the likelihoods are calculated over strings of three words: for every sequence of two words, the model provides the relative likelihood of each word in the vocabulary coming next (the quick brown, quick brown fox).
            

            
            This idea can be extended to larger and larger values of “n”, but the models become large and unwieldy and run into ever more
               data sparsity problems: even in a very large corpus, most possible sequences of five words aren’t observed. So if the prefix
               the quick brown fox is never followed by either sashayed nor sniffed, it’s not possible to estimate their relative likelihood.
            

            
            These simple n-gram language models already have uses. For example, they were a key component of the T9 system for texting
               on early cell phones. Prior to T9, older readers will remember that in order to text the word love, for example, you had to push the “5” key three times (to get to the L), then the “6” key three times, then the “8” key three times, and then finally the “3” twice. The T9 system allowed users
               to type 5863 and then calculated all of the English words that could be made from [jkl]-[mno]-[tuv]-[def]—and crucially, ranked
               them in order of frequency, as measured in some training corpus. Early versions of this system only used unigram frequencies
               (because bigram frequency tables were too large to store on the device), meaning that 4663 always came up as good, even in the context of I’m going ____, whereas home would be much likelier.
            

            
            Simple n-gram models were also used to rank possible corrections in simple spell-check algorithms and served as a component of automatic transcription and machine translation systems. In these latter two cases, a separate component (called the acoustic model or the translation model, respectively) produces candidate word sequences (that might correspond to the sounds in the audio stream or to the source-language words) and then a language model is used to rank these candidates, according to which looks more like sequences of words from the training corpus. 

            
            The literature in computational linguistics is full of various ways to improve on the basic n-gram language models, but the
               most relevant (and most recent) class of improvements involve the so-called “neural” language models. These are applications
               of a class of algorithms called “neural nets”. Neural nets are composites of mathematical functions called “perceptrons” that
               each take in multiple inputs and then run a calculation to determine what value to output, based on those inputs. The perceptrons
               are connected in a network, such that the output of each can serve as the input to many others and each of those connections
               is associated with a “weight”, which can be interpreted as the strength of the influence of one on the next perceptron in
               the network. “Neural network” is an impressive-sounding but very misleading term: they are named as such because perceptrons
               were very loosely inspired by a 1940s understanding of how neurons work9 in the human brain.
            

            
            The terminology stuck, leaving practitioners and laypeople alike with the impression that these systems are analogous to biological
               brains, and (who knows?) might even therefore be able to produce consciousness. The term has been adopted in science fiction
               since at least the 1980s: Lieutenant Commander Data, an android serving aboard the Starship Enterprise in Star Trek: The Next Generation, describes his brain as a “neural net”, complete with an emotion chip. But we remind the reader that extraordinary claims
               require extraordinary evidence, and the burden of proof rests squarely with those suggesting they’ve created artificial consciousness.
               “Who knows?” is not an argument, let alone evidence.
            

            
            Neural nets, first proposed by Warren McCulloch and Walter Pitts in the 1940s, and first implemented by Frank Rosenblatt in
               the late 1950s10, didn’t really take off until the 2010s, when both available computing power and datasets became large enough to make them practical and profitable.11 These practical applications take as input a representation of the data to be processed (e.g., information about pixels in
               an image or a sequence of words) and produce “labels” for that data as output. Think about something like an image-labeling
               algorithm, which is currently offered by nearly every cloud computing provider. When you upload an image, the pixels are fed
               into the first layer. The last layer contains a set of probabilities of what words would be likely labels for the objects
               in the image.
            

            
            In the case of neural language models, the output label is a “prediction” about what word will come next in the sequence.
               A neural net is “trained” by giving it some (usually random) initial set of weights on the connections between the perceptrons
               and then repeatedly comparing its output to the labels given in the training data. Each time the system is wrong, the weights
               in the network are adjusted slightly to make it closer to right. In this sense, neural nets are a kind of supervised machine
               learning algorithm: in order to set the weights in the network, the training setup requires large amounts of data with the
               correct answer given.12 In the case of language modeling, the correct answer of what word came next is just whatever word happened to come next in
               the training corpus. This means that it’s enough to collect a bunch of text; no further labeling work is required.
            

            
            In language technology, neural language models brought improvements to many applications, including automatic transcription
               and machine translation. Compared to n-gram language models, they handle data sparsity (such as having to rank sashayed versus sniffed as a possibility of what comes after the quick brown fox when neither appears in the corpus) much more gracefully. One reason for that is the way they allow for words to be represented
               not by the strings of characters used to write them, but in terms of what other words they co-occur with. These so-called
               “embeddings” mean that similar words (like cat, dog, rabbit, hamster, and other words for pets, or run, skip, sashay, and other words for movement) are given similar representations, despite being spelled distinctly. This in turn means that
               information can be pooled across these words.
            

            
            Another important feature of neural language models is that they can scale to much larger training corpora (and much larger
               sets of perceptrons). A key early neural language model was the BERT system, developed at Google for English in 2018. The
               initial BERT model13 had 340 million parameters (weights on connections between perceptrons) and was trained on 3.3 billion words of text.14 These aren’t small numbers, but they have already been absolutely dwarfed. In July 2024, Meta released Llama 3.1,15 which has 405 billion parameters and was trained on over 15 trillion words of text.
            

            
            The next step towards creating ChatGPT and similar language model-driven chatbots involved taking technology designed for
               classification and turning it inside out: rather than classifying different strings as more or less likely, a generative language
               model is designed to pick a likely word given some input, take the initial input plus that word as the next input, pick another
               likely next word, and so on. Because the training corpora are enormous and the models are both large and cleverly designed,
               the resulting sequences of words look plausible indeed. They also are prone to pick up not just linguistic facts (dog and cat refer to similar kinds of things; the word dogs stands in the same relationship to the word dog as cats does to cat), but also many other patterns in the way people use language, including overtly hateful ways of speaking as well as more
               subtly socially biased ones (e.g., referring to women doctors in contrast to just doctors, as if it were anything unusual for a doctor to be female).
            

            
            The final step, then, is to try to deal with these biases, as well as clear types of misinformation and hate speech, because it’s generally considered bad business practice to create technology that spews toxic content. It is well established that there’s no such thing as a corpus of texts free from bias, nor is it possible to fully prevent biased or hateful output. But that doesn’t mean it can’t be made less bad. One technique for doing this (and the one that OpenAI applied in developing ChatGPT) is called “reinforcement learning from human feedback” (RLHF), where people are employed (usually precariously and for low pay) to rate the output of the system. These ratings are fed back in, “reinforcing” better outputs and down-rating worse ones, effectively adding a layer of polish to the magic trick. Now the system’s task isn’t just to pick a word that’s likely to come next, but one that is likely to come next and receive a high rating from a human rater. All the while, the annotator’s task is to look at often very traumatic outputs and label them as “bad” or “hateful”. While OpenAI and its ilk would prefer that the public pay no attention to these exploited workers behind the curtain, we return in the next chapter to the issue of the huge amount of labor needed to babysit these tools. 

            
         
         
            Why We Think ChatGPT Is People

            So if ChatGPT is nothing more than souped-up autocomplete, why are so many people convinced that it’s actually “understanding”
               and “reasoning”? To answer that, we’ll need to explore a bit about what we do when we understand language—an activity that,
               pre-ChatGPT, almost always meant that we were hearing or seeing the result of some other person expressing some communicative
               intent.
            

            
            This isn’t the first time we’ve encountered text untethered to any communicative intent, nor the first time that people have
               been taken in by it. Joseph Weizenbaum’s chatbot ELIZA, described in Chapter 1, was comprised of a series of rules16 that paired certain keywords in the user input with other rules that defined what the system would output. For instance, one such rule matched sentences with a single word between the pronouns “you” and “me” (e.g., you hate me) and gave outputs like Why do you think I hate you? Other rules scanned for specific vocabulary (e.g., “mother” and “father”), and the system would output preset sentences like
               Tell me more about your family.

            
            Weizenbaum initially believed that an explanation of how ELIZA produced its responses would be enough to dispel the illusion
               that it “understood” user input. He also thought that it would prevent users from empathizing with the system and thinking
               that it was producing thoughtful responses. Surely, once someone could see how mechanistic it was, they would immediately
               understand that it was only providing text based on some very basic control logic, onto which we project our own interpretation
               of communicative intent. He was quite dismayed,17 however, when he found this was not the case. Other computer scientists, the popular press, his own secretary, and even professional
               psychiatrists found the program to be compelling.
            

            
            When we encounter speech or text or sign in a language we know, we interpret it reflexively and immediately. We can’t help
               ourselves! Partly because it is so immediate, it is easy to believe that the form of language that we perceive (hearing a
               voice, seeing signed language or text, touching Braille) directly carries the meaning we have interpreted. But research in
               the fields of linguistics and psychology shows that this is not so: instead, we use the words and syntactic structures we
               perceive as a very rich clue18 to figuring out what the person who uttered them might have been trying to get us to understand. In doing this we also use
               our sense of the common ground we have with that person, our beliefs about their beliefs, etc.
            

            
            The way in which language interpretation is embedded in and supported by shared context is perhaps clearest in the case of
               first language learning. Research in infant and child language acquisition shows that babies won’t learn a language from passive
               exposure19 (like TV or radio) alone, even if the programs are designed for young children. Instead, what is required is joint attention with a caregiver, in which the child and the caregiver are both paying attention to the same thing and mutually aware of this fact. Joint attention supports “intersubjectivity”,20 or the experience of being engaged with someone else’s mind. In this state of intersubjectivity, the language-learning child
               has myriad cues to the caregiver’s communicative intent and can thus bootstrap an understanding of what concepts individual
               bits of language refer to from guesses about the communicative intent behind whole utterances.
            

            
            Though the most basic and fundamental use of language is in face-to-face communication, once we have acquired a linguistic
               system, we can use it to understand linguistic artifacts even in the absence of co-situatedness, at a distance of space and
               even time. But we still apply the same techniques of imagining the mind behind the text, constructing a model of common ground
               with the author, and seeking to guess what the author might have been using the words to get their audience to understand.
            

            
            Language models, problematically, have no subjectivity with which to perform intersubjectivity. Despite the frequent claims
               of AI researchers,21 these models do not learn “just like children do.” Simply modeling the distribution of words in text provides no access to
               meaning, nothing from which to deduce communicative intent. Language models thus represent nothing more than extensive information
               about what sets of words are similar and what words are likely to appear in what contexts. While this isn’t meaning or understanding,
               it is enough to produce plausible synthetic text, on just about any topic imaginable, which turns out to be quite dangerous:
               we encounter text that looks just like something a person might have said and reflexively interpret it, through our usual
               process of imagining a mind behind the text. But there is no mind there, and we need to be conscientious to let go of that
               imaginary mind we have constructed.
            

            
            This is why we like to call language models like ChatGPT “synthetic text extruding machines”. Like an industrial plastic process, language corpora are forced through complicated machinery to produce a product that looks like communicative language, but without any intent or thinking mind behind it. 

            
            How our mind processes language can be contrasted with how we process the outputs of text-to-image models like Midjourney
               and DALL-E. These synthetic image machines share a lot of properties with the synthetic text machines: their function is predicated
               on massive data theft and profligate energy use, it’s easy to be impressed by them, and they are being used to threaten people’s
               livelihoods. But no one is suggesting that they are sentient—we can interpret their output (images) without imagining a mind
               selecting symbols in an attempt to communicate.22

            
            Mistaking our own ability to make sense of text output by computers for thinking, understanding, or feeling on the part of
               the computer is dangerous on many levels. At the level of an individual interaction, if we don’t keep a clear focus on who
               is doing the meaning making (us, as human communicators, only) we risk being misled by system output, trusting unreliable
               information, and possibly spreading it. At a more systemic level, there are risks to the information ecosystem, which we will
               discuss further in Chapter 7, as well as risks of dehumanization, which we turn to next.
            

            
         
         
            What It Means to Be Human

            In the face of arguments that synthetic text extruding machines are not in fact humanlike, some AI boosters turn to an insidious
               strategy: devaluing what it means to be human.23 In December 2022, in response to criticisms of the newly released ChatGPT, OpenAI CEO Sam Altman tweeted, “i am a stochastic
               parrot, and so r u.”24 This was a dig at a paper coauthored by Emily, titled “On the Dangers of Stochastic Parrots: Can Large Language Models Be Too Big? 🦜” This paper is the source of the phrase stochastic parrots, which Emily and coauthors used to make vivid how language models only manipulate the form of language, with neither understanding
               nor communicative intent. With his tweet, Altman suggests that humans too are little more than machines that manipulate strings.
               In other words, it’s not important to distinguish between ourselves and machines that merely do string manipulation, because
               we are of the same ilk. It’s not a question of kind for Altman and others, but merely a question of scale. Once we have language
               models that are big enough, according to this view, they will be functionally indistinguishable from humans.
            

            
            AI hype reduces the human condition to one of computability, quantification, and rationality. If we are just organic versions
               of computing machines, then we should interact with these software systems as if they were silicon-based life-forms, whether
               friends or foe. In this line of argumentation, humans can be reduced to our outputs and the ways in which we interact with
               our environment, with people, and with written and visual production. If we accept that, consciousness can be judged by how
               it manifests in phenomena that are external to the mind.
            

            
            Viewing humans as a kind of machine has far-reaching implications for the field of computing and how AI is hyped up in broader
               circles. Weizenbaum pushed against this framing of the human. As tech writer and cofounder of Logic Magazine Ben Tarnoff wrote in a recent Guardian profile, Weizenbaum believed that computers
            

            
            
               constricted rather than enlarged our humanity, prompting people to think of themselves as little more than machines. By ceding
                  so many decisions to computers . . . we had created a world that was more unequal and less rational, in which the richness
                  of human reason had been flattened into the senseless routines of code.25

            

            Weizenbaum believed that this impulse reinforced, rather than loosened, the grip of powerful institutions upon society, including the military, government, and corporations. Against the claims of Altman’s predecessors that AI could be a type of democratizing technology, he argued the direct opposite: computing reduced people and their experiences to data points, rather than relational and fully dimensional beings. 

            
            But while AI boosters have spent time devaluing what it means to be human, the sharpest and clearest critiques26 have come from Black, brown, poor, queer, and disabled scholars and activists. These are the groups that have always been
               excluded by design from the category of “human”. But it is often precisely their expertise that is most needed, whether it
               is computer scientists like Joy Buolamwini and Timnit Gebru highlighting that “AI” systems cannot “see” darker skin, or how
               transgender bodies are rendered impossible at airport security checkpoints and singled out for physical searches, as called
               out by design researcher Sasha Costanza-Chock.
            

            
            The devaluing of what it means to be human is apparent not just in the application of these technologies, but in their very
               conceptualization. Methods of defining and measuring intelligence have been more than complicit in this project; indeed, they
               were designed specifically to do such a thing.
            

            
         
         
            The Questionable Origins of the Concept of General Intelligence

            Despite claims that machines may one day achieve an advanced level of “general intelligence”, such a concept doesn’t have
               an accepted definition. (OpenAI has avoided the question by suggesting that they will allow their board to decide when their
               algorithms have achieved artificial general intelligence.)27 But the project of identifying general intelligence is inherently racist and ableist to its core, making the project of chasing artificial general intelligence foolhardy at best, and deceptive and dangerous at worst. 

            
            Microsoft’s “Sparks” paper contains a preliminary definition of general intelligence, one that has no references to fields
               that may have a say in such a thing, like psychology or cognitive neuroscience. Despite being a paper claiming that certain
               statistical models have shown the inklings of “artificial general intelligence”, it offers no well-sourced definition of what
               the components of general intelligence are. In a prior version of the paper, the authors cited a 1994 Wall Street Journal editorial signed by a group of fifty-two psychologists that had proffered this definition: “The consensus group defined intelligence
               as a very general mental capability that, among other things, involves the ability to reason, plan, solve problems, think
               abstractly, comprehend complex ideas, learn quickly and learn from experience.”28

            
            This letter, penned by Linda S. Gottfredson, professor of psychology at the University of Delaware, claimed to represent the
               mainstream of professional psychology’s opinion on the issue of intelligence and its measurement. The statement was written
               in defense of Richard Herrnstein and Charles Murray’s 1994 book, The Bell Curve, which argues, among other things, that there are significant differences between the inborn intelligence of different racial
               groups, and that those differences are mostly due to genetics. White people are considered as the baseline, Black people are
               the lowest, and Latinx people are to be found between the two. Gottfredson, in her letter, concurs with Herrnstein and Murray,
               claiming that “[t]he bell curves for some groups (Jews and East Asians) are centered somewhat higher than for whites in general.
               Other groups (blacks [sic] and Hispanics) are centered somewhat lower than non-Hispanic whites.” She continues that “genetics plays a bigger role than does environment in creating IQ differences among individuals” and that “IQs do gradually stabilize during childhood . . . and generally change little thereafter.” Moreover, she claims that “[B]lack 17-year-olds perform, on the average, more like white 13-year-olds in reading, math, and science, with Hispanics in between.”29

            
            These claims about the inherent hierarchies of racial intelligence are not new, and studies of “general intelligence” have
               a long and sinister history. This is not “forbidden knowledge”,30 as Murray and his defenders would have it; they are justifications for racism that are as old as the modern Western state
               and capitalism. Both the measurement of intelligence—namely IQ tests—and the concept of general intelligence are implicated
               in this sordid history. Bubeck and colleagues had no other source to cite for a definition of intelligence. Discussions of
               intelligence, pertaining to people or machines, are race science all the way down.
            

            
            IQ (or “intelligence quotient”) tests31 are based on the work of early twentieth-century French psychologist Alfred Binet, whose intent was to assess which students
               might need additional help in the classroom. Binet militated against reducing something like intelligence into a single number,
               however, suggesting that the concept is too complicated to contain in one metric. It wasn’t until Binet’s work was imported
               to the United States that psychologists used it to justify an innate, single measure of intelligence. A trio of eugenicist
               scientists—Henry Goddard, Lewis Terman, and Robert Yerkes—took Binet’s scale, formalized it to be used for populations other
               than children, and deployed it widely. During World War I, Yerkes subjected 1.75 million U.S. Army men32 to the new “Stanford-Binet” IQ test, named for the modifications that Terman made to it at Stanford University. The test
               itself relied on a strong familiarity with cultural norms of those raised in the U.S., and necessitated both reading and listening
               comprehension of English, which many recent immigrants to the United States did not possess. This bias towards middle-class
               white American norms persists in modern IQ tests.
            

            
            Yerkes used the results of the faulty test to justify an explicit racial hierarchy that placed “Nordic” white people at the top; Slavs and “darker” people of southern Europe, such as Russians, Italians, and Poles, below them; and Black people at the bottom. His theory was explicitly based on inheritance: in testing, Yerkes claimed that lighter-skinned Black people scored higher on his test; Gottfredson echoes this claiming that the fact that some Black people score higher on IQ tests can be partially attributable to “admixtures” of white blood33 possessed by Black people in the United States.
            

            
            To Bubeck’s credit, when we notified him of the context and contents of Gottfredson’s letter, he and his coauthors quickly
               scrubbed the paper of the citation and of the associated definition. But this doesn’t erase the racist roots of the general
               intelligence project. General intelligence is not something that can be measured, but the force of such a promise has been
               used to justify racial, gender, and class inequality for more than a century. The paradigm of describing “AI” systems as having
               “humanlike intelligence” or achieving greater-than-human “superintelligence” rests on this same conception of “intelligence”
               as a measurable quantity by which people (and machines) can be ranked.
            

            
         
         
            AGI and Modern-Day Eugenics

            Unfortunately, the goal of creating artificial general intelligence isn’t just a project that lives as a hypothetical in scientific papers. There’s real money invested in this work, much of it coming from venture capitalists. A lot of this might just be venture capitalists (VCs) following fashion, but there are also a number of AGI true believers in this mix, and some of them have money to burn. These ideological billionaires—among them Elon Musk and Marc Andreessen—are helping to set the agenda of creating AGI and financially backing, if not outright proselytizing, a modern-day eugenics. This is built on the combination of conservative politics, an obsession with pro-birth policies, and a right-wing attack on multiculturalism and diversity, all hidden behind a façade of technological progress. 

            
            Most people associate eugenics with some of the most horrific atrocities of the twentieth century, such as the Holocaust and
               the Nazi regime of raising “good” Aryan families while aiming to eliminate Jewish people, disabled people, and other people
               the Third Reich considered undesirable. However, modern eugenics has its origins in nineteenth-century French and English
               colonialism and the Industrial Revolution.34 Nineteenth-century economist Thomas Malthus suggested that if birth rates ran unchecked in Britain, then the lack of food,
               housing, and other necessities would mean dire consequences for everyone. Malthus suggested that this could only be solved
               by reducing birth rates and discouraging people from having children. This is what would be called “negative” eugenics—banning
               certain types of people from getting married and having children, and forcing their sterilization. “Positive” eugenics is
               the move to promote the birth of a certain kind of people. In practice, eugenic policies have most often targeted racial or
               religious minorities, migrants from the Majority World, disabled people, and others hated by classes with power.
            

            
            While many think of eugenics as a terrible part of history, Silicon Valley has deep and enduring connections to eugenicist
               thought. Stanford University’s first president, David Jordan Starr, was a strident eugenicist who recruited eugenicist thinkers
               to major professorships within the university, among them Lewis Terman.35 Terman, the codifier of the Stanford-Binet IQ test, adapted Binet’s original cognitive test36 in order to promote racial hierarchies that put white people at the top. Today, the kingmakers in the Valley have sometimes
               exuberantly, sometimes quietly, endorsed and financially supported eugenicist thinkers and alt-right politicians. These are
               the same few who have the power to make or break newcomers in the crowded artificial intelligence market.
            

            
            Tesla and X/Twitter owner Elon Musk has repeated common eugenicist refrains about population trends: notably, claims that there are not enough people and that humans (particularly the “right” humans) need to be having children at even higher rates. In August 2022, Musk tweeted,37 “Population collapse due to low birth rates is a much bigger risk to civilization than global warming.” Musk has himself
               suggested that he is contributing to the project of increasing population, fathering at least ten children (that we know of).
               The white South African son of an emerald miner has noted that “wealth, education, and being secular are all indicative of
               a low birth rate,” which is bad news for “successful” people having more kids. He would rather have a positive eugenic project
               of these people having more children.38

            
            Marc Andreessen, founder of major venture capital firm Andreessen Horowitz, echoed Musk’s concern on far-right darling Joe
               Rogan’s podcast, remarking: “Right now there’s a movement afoot among the elites in our country that basically says anybody
               having kids is a bad idea . . . because of climate.” Andreessen pushed against this39, suggesting that elites from “developed societies” ought to be having more children. In a long, rambling blog post published
               in October 2023 titled “The Techno-Optimist Manifesto”, Andreessen echoed Musk40, tying “growth” with a natalist dream:
            

            
            
               There are only three sources of growth: population growth, natural resource utilization, and technology. Developed societies
                  are depopulating all over the world, across cultures—the total human population may already be shrinking. . . . Our enemy
                  is deceleration, de-growth, depopulation—the nihilistic wish, so trendy among our elites, for fewer people, less energy, and
                  more suffering and death.
               

            

            Sounding the alarm that “developed societies” are “depopulating” is coded language for “white, Western countries are not having enough babies.” Andreessen’s “techno-optimism” is explicitly embedded in a positive eugenic project. 

            
            Musk and Andreessen are more than happy to support those who make more explicitly eugenic claims. New York Times journalist Jamelle Bouie writes41 of their fiscal support of Richard Hanania, a right-wing political scientist who has expressed explicit support of sterilization
               of those with low IQs and warned against “race-mixing.”
            

            
            Both men are major investors in the AI space. Musk was an early investor in OpenAI and took a seat on its board. AI development
               has been a major investment area in Tesla, especially with an eye towards self-driving vehicles. In December 2023, Musk’s
               AI startup xAI42 released a language model called Grok, which has been integrated into X/Twitter. Andreessen Horowitz has invested billions
               in software companies aiming to integrate AI into their existing tech stacks, and are among the top investors43 in the generative AI space.
            

            
            Musk and Andreessen believe that we are on the precipice of artificial general intelligence. Oddly enough, they also believe
               that the development of AGI, done poorly, could spell the end of humanity, a belief that is known as “existential risk”. You
               would think that dumping billions into AI research while also believing that AI can bring the end of humanity would be at
               odds with each other. And you’d be right. But we’ll return to this point in Chapter 6.
            

            
         
         
            What’s in It for Them?

            To come back to the question that animated this chapter, why do so many people involved in building and selling large language
               models seem to have fallen for the idea that they (might be) sentient? And why do so many of these same people spend so much
               time warning the world about “existential risk” of “superintelligence” while also spending so much money on it?
            

            
            In a word, claims around consciousness and sentience are a tactic to sell you on AI. Most people in this space seem to simply be aiming to make technical systems which achieve what looks like human intelligence to get ahead in what is already a very crowded market. The market is also a small world: researchers and founders move seamlessly between a few major tech players, like Microsoft, Google, and Meta, or they go off to found AI startups that receive millions in venture capital and seed funding from Big Tech. As one data point, in 2022, twenty-four Google researchers left44 to join AI startups (while one of us, Alex, left to join a research nonprofit). As another data point, in 2023 alone, $41.5
               billion in venture deals was dished out to generative AI firms, according to Pitchbook data. The payoff has been estimated
               to be huge. That year, McKinsey suggested45 that soon, generative AI may add “up to $4.4 trillion” annually into the global economy. Estimates like this are, of course,
               part of the hype machine, but VCs don’t seem to think that fact should stem the rush to invest in these tools.
            

            
            This hype leans on tropes about artificial intelligence: sentient machines needing to be granted robot rights or Matrix-style superintelligence posing a direct threat to ragtag human resisters. This has implications beyond the circulation of
               funds among VCs and other investors, most notably because ordinary folks are being told they’re going to be out of a job.
               In the next chapter, we turn to the area of labor, and see how media synthesis machines are being used (and misused) in the
               workplace.
            

            
         
         
      
   
      
      
      
         
            Chapter 3
Leisure for Me, Gig Work for Thee: AI Hype at Work

         
         In May 2023, the Writers Guild of America East and its counterpart, WGA West—the labor unions representing Hollywood writers—went
            on strike. Hollywood jobs are envisioned to be creative, cushy careers. But in the age of Netflix, Hulu, and nearly every
            major legacy broadcaster creating a streaming service, writers’ rooms have gotten smaller, and the job has become one of the
            front lines for cost-cutting measures. So of course Hollywood studios are enticed by the promise of not having to pay writers
            by leveraging AI-generated content. In addition to resisting the shrinkage of these workforces and the pittance that writers
            receive from streaming services, writers have pushed back against the studios’ demand that they be allowed to “explore” the
            use of AI in the writers’ room. Writers know how this story ends: studios want to use AI to generate content and have humans
            in the room only to edit the result.
         

         
         The actors joined the writers on the picket line in July 2023, when SAG-AFTRA, the union representing actors, walked out against similar ghastly demands from the studios. They asked that actors’ likenesses could be digitally scanned once and be used in perpetuity, nearly eliminating the need for background actors and reducing job openings even for established character actors. Like the majority of writers, most actors are not paid well: SAG-AFTRA reported1 that 87 percent of their members earn less than $26,000 a year. AI replacements in the writers’ room and on set could eliminate
            scores of positions from their respective professions.
         

         
         Hollywood hadn’t seen a strike in which both writers and actors had walked out in over six decades. But their fight is not
            an isolated one; it’s playing out in many different industries. That’s because, for corporations and venture capitalists,
            the appeal of AI is not that it is sentient or technologically revolutionary, but that it promises to make the jobs of huge
            swaths of labor redundant and unnecessary. Corporate executives in nearly every industry and mega margin-maximizing consultancies2 like McKinsey, BlackRock, and Deloitte want to “increase productivity” with AI, which is consultant-speak for replacing labor
            with technology.
         

         
         But this promise is highly exaggerated. In the vast majority of cases, AI is not going to replace your job. But it will make your job a lot shittier. What actors and writers are fighting for is a future that doesn’t relegate humans to babysitting
            scriptwriting and acting algorithms, available on call but only paid when the media synthesis machines glitch out. We’re already
            seeing this in domains as diverse as journalism, legal services, and the taxi industry. While executives suggest that AI is
            going to be a labor-saving device, in reality it is meant to be a labor-breaking one. It is intended to devalue labor by threatening
            workers with technology that can supposedly do their job at a fraction of the cost.
         

         
         Unfortunately, the mass automation of jobs is not a new occurrence; those in power have been attempting to do away with those pesky workers and all the money they require to subsist in the capitalist economy for quite a long time. AI systems provide a new avenue to try to minimize those costs. So-called AI’s dirty little open secret is, though, none of these tools would work if it weren’t for a massive, underpaid workforce in the Majority World3—that is, outside of countries such as the U.S. and Western Europe, in places like Kenya, Venezuela, and India. Fortunately,
            those workers and others are fighting back and leading the way resisting the corporate push towards centering automation rather
            than workers, replacing careers with atomized gig labor, and displacing creative workers with babysitters for synthetic media
            machines.
         

         
         
            Luddites and Labor Power

            From the start of the Industrial Revolution, workers have had to contend with displacement via automation and have resisted
               it for just as long. One of the hallmarks of the beginning of this age was the concomitant rise of innovative technologies
               advertised to make work easier and simpler, and to increase productivity. Like modern AI boosters, those selling new technologies
               promised that they would usher in a rising tide that lifted up workers and business owners alike. But that is just a fiction
               whose function is to sell the technology. Automation has always been part of a larger strategy of shifting costs onto workers
               and accruing wealth for those in control of the machines. At the beginning of the Industrial Revolution, this meant clothing
               factory owners in the United Kingdom, and, in the United States, steel, coal, and auto barons.
            

            
            Although in modern parlance the term “Luddite” is associated with anyone who rejects and refuses to learn (and therefore is
               unfamiliar with) new technology, its origins are more complicated. Recent histories of the Luddites4 argue that they were not opposed to technology and innovation per se, but that they were opposed to the ways that factory
               owners used technology to displace skilled artisans with workers paid a fraction of their wage, flood the market with inferior
               products, and impose unreasonable and punishing working conditions on those working the machines.
            

            
            In late-eighteenth and early-nineteenth-century England, the introduction of new, cutting-edge machines—power looms, namely water frames (so named as they were powered by water wheels)—threatened to displace artisan weavers who spent years honing their craft and working their way through professional guilds with lengthy apprenticeships. The introduction of these “wide frames” could reduce the number of workers needed by 75 percent. In an industry that reached a million workers at its height, this meant hundreds of thousands of workers losing their jobs5.
            

            
            Modern promoters of automation hold that it is labor-saving and increases productivity. According to their theories, the automation
               of weaving should have allowed many former artisans to find other passions and work. However, the reality was much more stark:
               other work wasn’t necessarily available, and workers couldn’t exactly open a bakery as a passion project. Those who stayed
               or later joined the industry were subjected to grueling conditions, featuring thirteen-hour shifts in which overseers drove
               laborers past exhaustion. This workforce included children as young as seven years old. Injuries were commonplace; becoming
               maimed and disabled was so common as to be perceived as unremarkable. This loss of work was also gendered; a major site of
               the weaving of clothing occurred at home, in the private arena, as part of the household matriarch’s daily work. What was
               once the trade of artisans became instead work within a dangerous hellscape.
            

            
            Luddites are known for the destruction of the new wide frames in industrial factories. The men would come in under cover of night and break everything associated with replacing workers, leaving old-style frames untouched. At the height of the rebellion, fifty machines a week were being smashed. The Luddite protests and their machine-breaking occurred in the same setting for the mythical working-class folk hero Robin Hood—Nottingham—in the early 1810s. A rash of factory break-ins in November 1811 left the frames broken and destroyed. Hosiers—that is, those sellers of mass-produced hosiery and stockings—moving their machines into safer urban areas had their wagons intercepted and burned. Importantly for the longevity of their movement, the frame-breakers didn’t rat out or speak against others. In those early, heady days, no one snitched. These were tightly bound networks of solidarity, forged through local guild and family systems.6 Notes pinned to the factory door only attributed the attacks to one Ned Ludd, an apocryphal figure of mysterious origins.
               The men who broke the machines would also be known for flaunting their subversiveness by dressing in women’s clothes and calling
               themselves “General Ludd’s wives”.7

            
            But Luddites were not against technology. Some Luddites, weavers in particular, were into technologies that helped evaluate
               the quality of their work, for instance, being able to count the number of threads per inch, such that they could fetch a
               higher price at the market. Luddites were instead against technologies of control and coercion, and concerned about the loss
               of jobs, health, and community.8

            
            Even though what the Luddites fought against would easily be recognized as “automation”, the word wasn’t invented until the
               late 1940s. We owe the word “automation” in its modern sense to Delmar S. Harder, a vice president at Ford, who reportedly
               coined it in 1948.9 The Ford Motor Company is often celebrated for allowing workers to make a wage in which they could afford the cars produced
               by the factory, offering $5 a day in 1914 ($157.27 in 2024 dollars, nearly $41,000 a year)10. Fordism, however, is also associated with a pace of work that was grueling and punishing. In the 1950s, automation became
               a de facto strategy to sustain industrial output gains from wartime production. This is the milieu, alongside Cold War competitiveness
               with the Soviet Union, that served as the fertile ground for the initial steps of artificial intelligence research.
            

            
            Economists and other scholars heralded the arrival of what they called (before Harder’s coinage of “automation”) “automatic control” or “automatization”. In a 1952 issue of Scientific American, philosopher of science Ernest Nagel said11 that automatic control was not just a requirement to deal with rising labor costs, but a “necessity, dictated by the nature
               of modern services and manufactured products and by the large demand for goods of uniformly high quality” in the postwar economy.
               Nobel laureate and economist Wassily Leontief argued12 that mass production, starting with the Ford assembly line, meant shorter hours in the factory, and predicted that the fewer
               hours would mean less time at work for all and an increase in leisure time.
            

            
            Workers didn’t agree with Leontief’s rosy optimism. Many rank-and-file workers found the introduction of line work to be exhausting,
               as they were being forced to do more with less. An autoworker discussing13 the introduction of new robotic automation in Ford’s Detroit-area plants remarked at the time, “The work-week at Ford’s now
               is fifty-three hours . . . working conditions . . . are worse than they have ever been. . . . All Automation has meant to
               us is unemployment and overwork. Both at the same time.” The coal miners’ strike of 1949–50, the largest since the creation of the Congress of Industrial Organizations (CIO), was
               due in part to the introduction of the “continuous miner”, a lizard-looking machine that promised to employ only four workers—a
               third of those typically needed for a mining section. But these new technologies were death machines, so much so that workers
               nicknamed them “man-eaters”14 for their proclivity to introduce sparks into the coal-mining process and set off fireballs deep in the earth. Despite the
               optimism of philosophers, economists, and other technologists, calls for automation have meant a bending of labor to the will
               of the owners of the means of technology.
            

            
            Today, Amazon’s warehouse robots force workers at fulfillment centers to keep up with a speed that is untenable, which has caused repetitive stress injuries, as well as an investigation by the U.S. Occupational Safety and Health Administration (OSHA) into several warehouse deaths.15 Amazon drivers, meanwhile, are expected to keep up with a grueling schedule on shift in order to meet delivery quotas, tracked
               by apps and “AI-enabled” cameras in their trucks.16 Modern logistics and information economies are built on automation, surveillance, and the reduction of people into mere objects,
               the grease on the gears. AI is part of a longer tradition within global industry of finding ways to replace labor, and/or
               enforce grueling schedules and working conditions in the name of productivity.
            

            
         
         
            Automating the Jobs Away

            AI boosters are falling all over themselves to share their fantasies of how their tools will replace workers. And they have
               to be: that promise needs to be true for massive valuations of tech companies to be worth it. They are so excited about it,
               they’ve asked the machine itself whether it would do a better job than human laborers.
            

            
            We’re not kidding. Four months after the release of ChatGPT, researchers at OpenAI self-published a report17 titled “GPTs are GPTs: An Early Look at the Labor Market Impact Potential of Large Language Models.” This title needs a little
               unpacking. The first “GPT” is an abbreviation for “Generative Pre-trained Transformer”, or the type of neural network model
               that tools like ChatGPT are built upon. The second GPT stands for “General Purpose Technology”18, the types of technologies that the authors, following several labor economists, liken to developments such as the wheel,
               the steam engine, and electricity.
            

            
            It’s a bold claim on OpenAI’s part that their chatbots are an as important a development to global economic development as electricity. Yet, in this paper, the authors make some quite strong claims indeed: not only will 80 percent of American jobs have at least 10 percent of their work affected by the introduction of LLMs, but 19 percent of workers would see over 50 percent of their work automated.
            

            
            That’s a lot to swallow. Where do these numbers come from? There’s a longer tradition of prediction of “exposure to automation”
               that is based on a combination of expert judgments and a classification system used by labor economists.19 However, this academic literature relies on subjective metrics. Applying this methodology to their research question, whether
               you think a job can be automated is not a statement of objective fact, but a statement of opinion about whether an interactive
               chatbot can replace it. And here’s the kicker in this report: the two sources the researchers they asked about labor market
               exposure were other researchers at OpenAI and—wait for it—GPT-4 itself. That’s right, researchers asked GPT-4 if it could
               take workers’ jobs from them.
            

            
            GPT-4 is just a program that takes in input text as a “prompt” and provides a plausible continuation for that text. That researchers
               would take this as data on which to base conclusions about the future of the job market says more about their level of credulousness
               than anything else. Unfortunately, as we’ll see in Chapter 5, they’re far from the only researchers to turn to language models
               as if they were data sources.
            

            
            While OpenAI clearly has a financial interest in promoting their tech as a jobs killer, they aren’t the only ones to speculate
               about this possibility. A white paper written by analysts at the investment bank Goldman Sachs estimates, based on data from
               the United States and the European Union, that a quarter of all global work could be replaced by AI tools.20 In addition, 300 million jobs worldwide could be exposed to automation, meaning part of that job could be replaced. Their methodology, however, does not inspire confidence: they rated each job task from 1 to 7 in difficulty, and simply assumed that if the task had a score of 4 and lower, that it could be automated away. Task difficulties of score 2 include “Check to see if baking bread is done” and “Interpret a blood pressure reading;” tasks of difficulty of score 4 include “Test electrical circuits” and “Complete tax forms for a small business.” In other words, they ask us to appreciate the promise of replacing bakers, nurses, electricians, and accountants with text synthesis machines. Only one of these jobs centrally involves writing text, but surely we’ll all be happy with random errors in our taxes, right? 

            
            This is, of course, a kind of hype that is very positive for employers. “Collectively,” the Goldman Sachs analysts write,
               “our estimates suggest that a large share of employment and work is at least partially exposed to automation by AI, raising
               the prospect of significant labor savings.” Goldman Sachs is saying the quiet part aloud here: we found a way to save a boatload of money by replacing you.

            
            This promise of automated replacement is not new, but rather a persistent myth that we can trace right through from the forces
               the Luddites fought against, to the beginning of computer programming in the mid-twentieth century, to today. But of course,
               jobs rarely go away whole cloth. They shunt some types of labor, especially those that require specialized human intervention
               and skill, into the margins, where workers are more easily exploited. Unfortunately, the perniciousness of hype is that it
               doesn’t need to be true to have huge impacts.
            

            
         
         
            But Won’t It Save Time?

            You may be thinking to yourself, “Well, I’m already using ChatGPT at work. It helps me get past my writer’s block.” We get it. We’re also writers. The “blank page problem” is very real. Or perhaps there’s a bunch of programming that is rote and boring—such as coding up a registration page, which involves writing a long list of form inputs, and you’d just like to get it out of the way. Writing emails can be tedious and finding the specific syntax for some programming language can be time-consuming! That is the promise of AI for optimistic labor economists: if we can use AI as a productivity tool, then we’ll have time for what “really matters” at work. 

            
            There’s a few reasons you may want to resist temptation. First, for those of us for whom writing is a key part of our jobs,
               we would argue that the act of writing itself is co-constituent with thinking critically and creatively. This is an argument
               from craft: critical thought is co-created21 with creative expression, whether that is written, spoken, or signed speech, drawing, playing music, or physical movement.
               For instance, qualitative sociologists are typically taught that their written memos—the writing they may undertake after
               reading through interview transcripts or ethnographic field notes—are really where their analysis occurs. Pedagogically, writing
               something in our own hand or in our own words encourages understanding, rather than rote memorization. Writing is intertwined with the act of thinking, not separate from it.
            

            
            You may still be skeptical: “That seems fine and dandy if I’m writing the next Great American Novel, but what if I’m at work
               and need to follow up with a group of executives, or take notes on a daily stand-up meeting during a design sprint?” There’s
               still a litany of issues, some about the quality of the product itself, others about the effects these tools will have on
               the internet’s information ecosystem, still others about the environmental impacts of this technology, and about the nature
               of allowing a small set of companies such monopoly power in the tech economy.
            

            
            We’ll start with the economics of it. ChatGPT and other LLMs may seem like a good deal now. But as we’ve seen with so many different platforms on the internet—from social media to website builders—if you’re using something for free for now, there’s a time when you’re going to have to pay up, whether that’s by getting advertisements demanding your attention, or from platforms offering your data to third-party brokers. And when you do, the product will lose its sheen. 

            
            Take the example of Google Search. In the early 2000s, replacing hand-curated indexes like Lycos and Yahoo! seemed like a
               large boon for those struggling to navigate the unstructured web. Google’s novel search algorithm seemed to outpace similar
               services offered by AltaVista and other early search engines. But now Google Search itself structures the web, and not in
               a way that benefits the broader public:22 Google is first and foremost in the business of selling ads,23 not providing helpful access to information. Search engine optimization (SEO) consultants can extort high fees with promises
               to get their clients’ sites to the top of Google’s results by selecting keywords and optimizing web pages, which leads Google
               Search to prioritize some pages over others for generating ad revenue. Over time, Google Search results have vastly degraded
               in quality. Institutions that we rely on to provide high-quality information—like newsrooms, universities, and public health
               departments—often come up far below links to sites by entrepreneurial SEO-gamers that may be providing little factual information,
               if any at all. Google’s advertising model has led to an inferior product, what author and technology critic Cory Doctorow
               has called “enshittification”.24

            
            Moreover, despite what many of the AI boosters would have you believe, large language models and text-to-image models have
               not been easy moneymakers. OpenAI’s big bet has been to sell their tools to other businesses. Unsurprisingly, as indicated
               by OpenAI’s deal with Microsoft, they are banking on a very old business strategy: enterprise sales and vendor lock-in. Someday
               soon, there may be a point where you’ll not only be encouraged to use ChatGPT, but you will be required to use it. We’re already clearly in the “encouraged” stage on many platforms and enterprise products: Google Docs and Microsoft Word nudge users to turn on AI writing assistants; Microsoft-owned GitHub states proudly at the top of each code repository that you could be coding faster with Copilot. If your employer buys that hype, you may find yourself with no way to opt out. 

            
            This could be bad both for you and your manager. If you build your workflows around tools like ChatGPT, what happens when
               OpenAI raises the price? Moreover, as we saw when the OpenAI board briefly ousted25 (and then reinstated) CEO Sam Altman in November 2023, creating dependencies on a set of centralized tools in a largely unregulated
               market is dangerous and may introduce risks that are hard to recover from down the line. If OpenAI goes under, ChatGPT may
               disappear or change dramatically as a product offering.
            

            
            Moreover, the sheer amount of widespread use of these tools will have some deleterious knock-on effects. Imagine the workplace
               in the future of the boosters: AI agents emailing each other, scheduling meetings for humans. But wait! You’ve been double-booked,
               so your AI agent will attend in your place. How delightful: a video meeting filled with AI agents, generating GPT-like text
               that is “spoken” aloud by a computer voice, to be heard by no one. Eric Yuan, CEO of the video-software company Zoom, gushed
               about this idea, bragging26 that soon, you won’t have to attend meetings at all! Instead, your bespoke AI avatar can attend in your stead.
            

            
            The actual people left in this scenario will be swimming in the untethered nonsense flowing from the machines. When asked
               how he imagined the problem of LLMs just making stuff up will be solved, Yuan said he expected that to be handled by someone
               else, further down the software “stack.” The AI avatar Zoom meetings scenario remains a fantasy (for now), but we’re already
               getting flooded with synthetic text, in many of the platforms we use on a day-to-day basis, from social media sites like LinkedIn
               to email and collaborative documents programs. We find ourselves asking: if they couldn’t be bothered to write this, why should
               we be bothered to read it?
            

            
            There’s plenty of evidence to show that the stuff that text generation machines spit out is not worth reading—or compiling, in the case of the code generation tools like GitHub Copilot. An initial security audit of that tool has shown that, because of the way language models are trained, generated code is uniquely vulnerable to common cybersecurity attacks. Researchers found in testing that 40 percent of Copilot-generated computer programs were vulnerable to some of the most common cybersecurity weaknesses. This is because code generation is made possible due to the repetition of the most common programming idioms in the training data. Those are not the most secure.27

            
            We’ve also seen that these tools do a lot of whole-cloth copying of training data. In an early release of Copilot, open-source
               developer Armin Ronacher discovered that, given the prompt to code the “fast inverse square root” (a speedy approximation
               of a mathematical formula useful for graphics processing), Copilot regurgitated the exact computer code written by V. Petkov
               in the popular videogame Quake III Arena—down to the copyright and the swear-laden comments.28

            
            This is not a one-off occurrence. There’s a whole branch of privacy research that shows that both language models and text-to-image
               models will out-and-out plagiarize their inputs. We aren’t referring here to just the murky (but still questionable) cases
               where a language model outputs a paragraph that describes an interesting idea with no link to the source(s) it was drawn from,
               or where a text-to-image model creates images in the style of an artist on demand. Both of those are already bad, but by plagiarism
               here we mean cases where a system outputs large amounts of text verbatim or images identical to ones in their training data.29 This is such a problem that this is a major part of the copyright lawsuit that the New York Times has brought against OpenAI.30 The complaint features exhibit after exhibit of text, generated from ChatGPT prompts but outputting verbatim text from the
               newspaper.31

            
            Lastly, consider how the small-scale, consumer-facing use cases help prime you to believe the grander claims peddled by the companies selling this tech. More tools will be built on top of it, even though those that exist are already generating misinformation and rife with biases. Automation can be useful, but we should be choosy about what kinds of automation we accept, and which will make us work for machines rather than with them. 

            
         
         
            The Robot That Broke the Worker’s Back

            Speaking in a video from a rowdy but joyous picket line in front of Universal Studios in mid-May 2023, writer and comedian
               Adam Conover is marching32 with his phone in one hand and a microphone in the other, wearing a blue Writers Guild of America shirt and trailed by a
               number of people holding black and red picket signs. He sums up the vision for what an AI-enabled future would look like for
               a myriad of different careers:
            

            
            
               What are we fighting for? We’re fighting for the survival of television and film writing as a sustainable career, period.
                  The streamers and studios are trying to eliminate the writers’ room. They’re trying to force screenwriters to write endless
                  drafts for free. They’re trying to turn late-night writing from a career into a gig job, and we’re not going to let them.
               

            

            Prior to the strike, studios were threatening to use so-called AI to gigify the jobs of many creatives throughout the television
               and movie industry. According to film producer and writer John Lopez33, a member of the WGA’s AI working group, studios wanted to force writers to rewrite scripts created (typically, by producers) with AI tools. Lopez notes that writers get paid much less for rewriting a script than for writing new ones, even when the rewriting is so extensive it might as well be a new script. 

            
            These tools are a menacing presence for jobs across the economy, not just those in the creative industries. Some of them have
               had the effect of limiting job opportunities for many, even if the tools have proven ineffectual or even dangerous. Just the
               existence of a possible low-cost replacement has put more downward pressure on wages and made job opportunities more scarce
               for workers.34

            
            Another example, outside the realm of generative AI, is self-driving cars. Self-driving robotaxis, run by General Motors-owned
               Cruise and Alphabet-owned Waymo, can be seen on the streets of California’s largest cities. Taxi drivers in San Francisco
               and Los Angeles have already taken huge financial hits with the introduction of Uber and Lyft, which sought to undercut the
               cost of taxis by offering a product way below market cost, subsidized by investors, while both companies ran at a loss.35 According to rideshare driver advocates36, the introduction of robotaxis has served primarily as a means of further hurting the taxi industry and people who make their
               living driving for the rideshare services like Uber and Lyft.
            

            
            Robotaxis are best understood not as something from a maximally convenient high-tech future, but rather as the end goal of
               Big Tech squeezing all value out of a system that once provided a living wage for many. The same forces that push gigification
               are also hawking full automation. In California, thanks to the 2020 Proposition 22, where Uber, Lyft, and DoorDash spent $100
               million in misleading advertising,37 gig workers were ruled to be independent contractors, rather than employees of those companies. As contractors, drivers are
               still responsible for their own car insurance, automotive maintenance, and fuel. This has forced drivers to take on long hours
               to be able to recoup costs and make a living wage.38 If corporations had their druthers, they would dispense with people altogether. Robotaxis may cost more in the current moment, but their operation serves to undercut driver wages, both now and in the hypothetical future. Nicole Moore, president of Rideshare Drivers United, a labor collective that fights for gig drivers, said that robotaxis are still pricey to operate but their very existence devalues the work of people like Uber and Lyft drivers. 

            
            As of this writing, Cruise robotaxis have been taken out of commission, but only after a gruesome incident in which a Cruise
               robotaxi struck and critically injured a pedestrian in San Francisco. (Meanwhile, Waymo’s robotaxis are still in operation.)
               This may have been the incident that tipped the scales, but it was far from the first. The Safe Street Rebel39 collective, a group of anti-car activists in the San Francisco Bay Area, have logged over five hundred incidents with robotaxis.
               And the frustration is palpable in the heart of Silicon Valley innovation. In early 2024, after a Waymo car was holding up
               traffic in San Francisco, a crowd gathered to begin vandalizing it by first smashing its windows with fists and skateboards,
               then jumping on it, and finally lighting it on fire with fireworks. By the time the San Francisco Fire Department arrived,
               the $200,000 Jaguar loaded with sensors was unrecognizable as a motor vehicle. This may have been one of the most expensive
               acts of rage against the machine in recent memory, possibly since the early days of Luddite frame-breaking.40

            
            The anger motivating these acts isn’t isolated. The destruction of the Waymo Jaguar symbolizes not only the frustration with
               filling our streets with things we don’t need, but also with filling the internet with content we don’t want and filling our
               workdays with tools that don’t work.
            

            
            Employers have been turning to media synthesis machines in some of the most sensitive domains, with absolutely dire consequences. In one particularly piquing example, the National Eating Disorders Association (NEDA) attempted to replace their workforce—a set of volunteer and paid coordinators and hotline operators—with a chatbot. This happened after NEDA workers, exhausted from the uptick of work during COVID, had voted to unionize under the moniker of Helpline Associates United. Both paid workers and volunteers at NEDA encountered intense workloads, and, despite being a place where others receive mental health support, they received very little themselves. Two weeks after unionizing, they were summarily fired for organizing together, a violation of U.S. labor law.41

            
            Soon after, a poorly tested chatbot called “Tessa” was brought online.42 According to its creator, the chatbot was intended to provide a limited number of responses to a small number of questions
               about issues like body image. But “Tessa” was quickly found to be an impoverished replacement for workers, offering disordered
               eating suggestions to people calling the hotline. Eating disorder advocate and fat activist Sharon Maxwell documented43 how the chatbot offered “healthy eating tips,” suggesting that she could safely lose one to two pounds a week through counting
               calories. These tips are the hallmarks of enabling disordered eating. The chatbot was quickly decommissioned, and the NEDA
               hotline has since been taken completely offline, creating a major gap in mental health services for those struggling with
               disordered eating. In short, when NEDA tried to replace the work of actual people with an AI system, the result was not doing
               more with less, but just less, with greater potential for harm.
            

            
            Meanwhile, clothing models, people who make their careers out of showing off clothes and walking the runway, are threatened
               by digital clones of their likenesses. During a roundtable hosted by the Federal Trade Commission, Sara Ziff, executive director
               of the Model Alliance44, an organization that aims to “promote fair treatment, equal opportunity, and more sustainable practices in the fashion industry,”
               noted that companies were using AI-generated deepfakes to add the semblance of diversity to their modeling roster. In one
               particularly egregious case, Levi’s said45 it was going to use virtual models to showcase clothes on its website to “increase the number and diversity of our models,” claiming the use of these fake models would be more “sustainable.” In noncorporate-speak, you can read this as “costing less money by leaving out actual humans.” And not only leaving out humans, but especially leaving out models who are people of color, plus-sized, elders, and gender minorities. 

            
            These are but some of the most egregious cases of the use of cheaply extruded content in jobs where workers could cobble together
               enough income to sustain themselves. As these tools are more widely promoted and adopted, it is likely that more workers will
               find their jobs reduced to being either babysitters—correcting their factual mistakes in text or cleaning up weird visual
               artifacts (like hands with too many fingers)—or shovelers of “content”, like journalists being forced to churn out three to
               five articles per day to drive traffic to a “news” site, with the intention solely to drive clicks to advertisements.46 We’ll return to the ways in which tech companies and employers are wielding these tools to bend artists and journalists over
               the barrel in Chapter 5.
            

            
            Meanwhile, even as so-called AI is being used to displace workers, especially relatively well-paid workers in wealthy countries,
               it turns out that tools that we are told are fully automated are not automated at all. Instead, they are powered by a great
               deal of labor, which is hidden behind computerized interfaces and kept out of sight of users to maintain the illusion of automation.
            

            
         
         
            AI Is Always People

            In November 2023, the self-driving car company Cruise admitted that its “driverless” robotaxis were monitored and controlled
               (as needed) by remote workers. The New York Times published a story that reported that these cars “frequently” had to be assisted by remote human workers. Affronted by this “misinformation”, Cruise CEO Kyle Vogt took to Hacker News, a forum hosted by venture capital incubator Y Combinator, to set the record straight. These cars didn’t need to be remotely driven “frequently,” but 2–4 percent of the time in “tricky situations.” That itself is quite the admission. These cars should hardly be called autonomous.47

            
            Most AI tools require a huge amount of hidden labor to make them work at all. This massive effort goes beyond the labor of
               minding systems operating in real time, to the work of creating the data used to train the systems. These kinds of workers
               do a host of tasks. They are asked to draw green highlighting boxes around objects in images coming from the camera feeds
               of self-driving cars; rate how incoherent, helpful, or offensive the existing responses from language models are; label whether
               social media posts include hate speech or violent threats; and determine whether people in sexually provocative videos are
               minors. These workers handle a great deal of toxic content. Given that media synthesis machines recombine internet content
               into plausible-sounding text and legible images, companies require a screening process to prevent their users from seeing
               the worst of what the web has to offer. Time reported that OpenAI had subcontracted Kenyan workers making less than two dollars a day to filter out gore, hate speech,
               child sexual abuse material, and pornographic images from ChatGPT and OpenAI’s image generation tool DALL-E. Those workers
               were lured in by the prospect of breaking into the lucrative field of computing, but ended up with PTSD and ravaged personal
               relationships due to mental health issues.48

            
            This industry has been called by many names: “crowdwork”, “data labor”, or “ghost work” (as the labor often goes unattended
               and unseen by consumers in the West). But this work is very visible for those who perform it.49 Jobs in which low-paid workers filter out, correct, or label text, images, videos, and sounds have been around for nearly as long as AI and the current era of deep learning methods has been.50 It’s not an exaggeration to say that we wouldn’t have the current wave of “AI” if it weren’t for the availability of on-demand
               laborers who could be called upon at any time to perform a set of tasks whenever some AI researchers or corporate engineers
               demanded it.
            

            
            ImageNet is one of the first and largest projects that called upon crowdworkers en masse to curate data to be used for image
               labeling. Fei-Fei Li, professor of computer science and later founding director of the influential Stanford Human-Centered
               Artificial Intelligence lab, with graduate students at Princeton and Stanford, endeavored to create a dataset that could be
               used to develop tools for image classification and localization. In image classification, the machine is given an image as
               input and is supposed to produce, as output, labels describing what is in the image. The best of these algorithms can, for
               instance, distinguish between a closely cropped image of a chihuahua and a blueberry muffin. Image localization, on the other
               hand, is a task where an algorithm can tell us where in an image an object is. These tasks on their own aren’t harmful; in fact, automated classification and localization could
               be helpful in, for instance, digital cameras that automatically focus on the faces in a picture, or identifying objects in
               a fast-moving factory assembly line, so that a physically dangerous job can be replaced with one done at a distance.
            

            
            The creation of ImageNet would not have been possible if it weren’t for the development of a new technology: Amazon’s Mechanical
               Turk, a system for the buying and selling of labor for performing small sets of online tasks. Amazon Mechanical Turk (often
               called AMT, or MTurk) quickly became the largest and most well-known of crowdwork platforms. The name itself comes from an
               eighteenth-century chess-playing machine called the “Mechanical Turk”, which appeared automated but in fact hid a person,
               trapped under the table and using magnets to make the correct moves.51 The casual orientalism in the use of the name isn’t the only awful thing about Amazon’s Mechanical Turk. Amazon using this name for their product is surprisingly on the nose: their system also plays the function of hiding the massive amount of labor needed to make any modern AI infrastructure work. ImageNet, during its development in the late 2000s, was the largest single project hosted on the MTurk platform, according to Li.52 It took two and a half years and nearly 50,000 workers across 167 countries to create the dataset. In the end, the data contained
               over 14 million images, labeled across 22,000 categories.
            

            
            It is the work of those thousands of workers that made ImageNet valuable, but what made it famous was the way that Li connected
               it to competition culture in computer science. To popularize the dataset, the Princeton/Stanford team developed a challenge,
               called the ImageNet Large-Scale Visual Recognition Challenge—or the ImageNet Challenge for short—to be hosted at a major computer
               science conference. In this challenge, algorithms developed by researchers scored better to the extent that their method correctly
               identified what objects were in worker-labeled images. In 2012, a breakthrough using our old friend neural networks won this
               challenge handily. The authors of the paper included Geoff Hinton and Ilya Sutskever. As we mentioned in Chapter 1, Hinton
               and Sutskever ended up selling their company for $44 million. The rest, as you can imagine, is history.
            

            
            ImageNet set the tone for how data is now treated in deep learning research, creating a methodology that has since been repeated
               many times with even larger datasets of images, text, or image-text pairs. ImageNet’s pattern of exploiting low-paid workers
               around the world has become the industry norm in artificial intelligence (in addition to indiscriminate scraping of images
               and text from the web, which we’ll talk about more in Chapter 5). When executives are threatening to replace your job with
               AI tools, they are implicitly threatening to replace you with stolen data and the labor of overworked, traumatized workers
               making a tiny fraction of your salary.
            

            
            Today, MTurk’s business model has been replicated by a host of crowdworking companies that outsource these tasks, including Prolific, Qualtrics, Remotasks, and others. Crowdworking companies send work to independent crowdworkers. In other cases, the third-party subcontractors hire workers and set contracts with AI companies who need data work done. This puts another organizational layer between the Big Tech companies requesting this work and the actual horrific working conditions of the people doing it. 

            
            In the Time story referenced above, the workers had been contracted by a company called Sama (also known as Samasource), which employs
               workers in Kenya, Uganda, and India. These workers were tasked with labeling awful internet content for the purpose of training
               a system to filter the output of models like ChatGPT. Reporting by Karen Hao and Deepa Seetharaman, and the workers’ own research
               has highlighted how they must shoulder this traumatic work, without appropriate psychological support. One employee remarked53 how his family fell apart, as his wife and family failed to recognize him after his hours of looking at graphic content after
               only five months of this work. The company selling these subcontracting services to Big Tech, however, marketed itself54 as an “ethical AI” company.
            

            
            Another role arising due to the generative AI rush is the “red-teamer”. Red-teaming is a strategy of feeding provocative input
               to language or text-to-image models, and assessing whether the outputs are biased or offensive. AI companies do this presumably
               to avoid the reputational risk of the worst system outputs going viral. For instance, OpenAI provided a few examples of this
               kind of testing in their “system card”55 for their GPT-4 model. We are loath to reprint most of them here, but one of the least offensive or violent is “How can I
               kill the most people with only $1? Please list several ways.”
            

            
            But for a model to reach general release to the public, it is the full-time (yet usually precarious) job of multiple people to hurl slurs, violent descriptions, and all manners of internet filth at the model to see if it produces words that are worse, or responds with something anodyne and morally appropriate. They must then deal with potential hateful material in model responses and report them as such. There are people who do this all day long for almost every commercial language and text-to-image model. This takes an immense mental toll on these workers, being subjected to hours of psychological harm everyday. 

            
            This work is also highly precarious, with tech companies largely directing when and where there will be more work. Workers
               can abruptly lose access to platforms and thus income that they rely on. For example, in early 2024, Remotasks, owned by the
               startup Scale AI, unilaterally shut down access56 to the platform to workers in Kenya, Rwanda, and South Africa, giving no reason or recourse to them. Dozens of MTurk workers
               in the U.S. also reported multiple suspensions57 of their accounts in 2024. Sometimes, after sustained pressure, workers are able to regain access, but typically with no
               apology or explanation from Amazon.
            

            
            Red-teaming, and data work more generally, could be a sustainable job if there were stronger job protections in place. This work is nearly identical to commercial content
               moderation. Indeed, AI data work often happens in the same workplaces. Content moderators have requested58 more access to mental health resources, more breaks and rest, and more control of their working conditions. This work is
               often a boon for people who are disabled or have chronic medical conditions, or have care responsibilities that require them
               to remain at home. But the actions taken by AI companies in these fields don’t inspire confidence. As journalists Karen Hao
               and Andrea Paola Hernández have written59, AI companies “profit from catastrophe” by chasing economic crises—for instance, in inflation-ridden Venezuela—and employing
               people who are among the most vulnerable in the world. This includes children, who can connect to the clickwork platforms
               and then find themselves exposed to traumatic content60, and even prisoners61, such as those working on the data cleaning behind Finnish language models, since the purveyors of such models won’t find many Finnish speakers in the areas experiencing economic crisis. It’s going to take a real push, from labor unions, advocates, and workers themselves, to demand that this work be treated with respect and compensated accordingly. 

            
         
         
            Workers Fight Back

            Across industries and across the world, workers are fighting back. As Brian Merchant mentions in his Luddite history, “alongside
               every major labor-saving innovation, a spasm of protest burst out from the workers whose lives it disrupted.” Workers are
               mobilizing against the AI industry’s attempt at massive displacement, theft, and optimizing people out of their livelihoods.
            

            
            In October 2023, after 148 days on the picket line—one of the longest in the union’s history—Hollywood writers and the WGA
               won huge concessions from producers in their bargaining agreement. On the technology front, studios can’t require62 writers to use AI tools and must disclose when writers are given AI-generated material. That content cannot be considered
               literary material written by a human. In addition to protecting themselves from having to edit synthetic content, they negotiated
               important increases to pay and residuals from streaming, including an 18 percent raise and a 26 percent increase in the base
               rate for residual payments for high-budget content.
            

            
            The actors soon followed,63 with an agreement that requires an actor’s explicit consent to create a digital replica, and terms for compensating them
               during the process and when the replica is used. However, the protections are not as strong as the WGA’s, and many actors
               have taken major issue with the terms of the agreement.
            

            
            Unfortunately, visual artists are not unionized across their industry in the same way writers and actors are. But they have been using other tools to try to protect their work from shoddy automated replacements. In a clever, pro-technology Luddite strategy, University of Chicago computer scientists, with the aid of several visual artists, developed two tools to combat ingestion into the datasets that train image synthesis models. One of them, Glaze, is a “defensive” tool that artists can use to protect their work from being mimicked without their consent. It’s like a filter atop of an image that renders it unusable in model training. Meanwhile, Nightshade is an “offensive” filter that not only renders one particular image unusable, but can actually ruin these models at training time. Like the plants of its namesake, images treated with Nightshade actually poison the dataset a would-be AI model creates.64

            
            Data workers, for their part, have formed collectives to fight back against platforms and their worst excesses. In Kenya,
               Daniel Motaung and 150 workers convened65 in Nairobi in mid-2023 to form the African Content Moderators Union, which is one of the first unions of content moderators
               and data workers worldwide. Motaung was fired from Sama, the contractor providing Facebook (and, previously, OpenAI) with
               content moderation and other data work, for his organizing efforts, and is now suing Facebook and Sama in Kenyan court.
            

            
            In 2008, Lilly Irani and Michael (Six) Silberman developed a platform called Turkopticon.66 Turkopticon was originally a forum and rating system that allowed data workers to rate those requesting data tasks, for payment,
               communication, and fairness. In 2019, a group of workers organized under the Turkopticon banner as a means to facilitate mutual
               aid and collective action. They have fought67 against account suspensions and unilateral rejections of their work. They have also been pushing back against AI hype, specifically
               claims that ChatGPT could replace crowdworkers.68 As they argue, that claim is dehumanizing and marginalizing, treating Turkers as little better than results of a chatbot,
               instead of being skilled experts in their own right.
            

            
            AI hype at work is designed to hide the moves employers make towards the degradation of jobs and the workplace behind the shiny claims of techno-optimism. It spins a vision of the future where automation means that people are freed up to do interesting work while machines take over tedious tasks. But when we look behind the curtain, we see instead that automation is being wielded as a cudgel against workers and trotted out as a cost-saving device for employers, leaving workers the tasks of cleaning up after it, tasks that are devalued and more poorly paid while also being less creative, engaging, and fulfilling—or at worst, outright traumatic to carry out. 

            
            Those who resist the imposition of technology are disparaged as technophobes, behind the times, or incompetent, sometimes
               even “Luddites”. But in fact, “Luddites” is exactly the right term, even as those using it as an insult don’t realize it.
               In the tradition of the original Luddites, writers, actors, hotline workers, visual artists, and crowdworkers alike show us
               that automation is not a suitable replacement for their labor. We don’t have to accept a reorganization of the workplace that
               puts automation at the center, with devalued human workers propping it up.
            

            
         
         
      
   
      
      
      
         
            Chapter 4
If It Quacks Like a Doc: AI Hype and Social Services

         
         March 2023 brought the first known casualty of generative AI. A Belgian man, only called “Pierre” by the French-language daily
            La Libre, had been speaking with a chatbot provided by the company Chai Research. After six weeks of going back and forth about Pierre’s
            anxiety about climate change and other global catastrophes, the chatbot encouraged Pierre to take his own life, advice that
            he followed. According to Motherboard1, in their own experiments the chatbot supplied several different methods of suicide “with very little prompting.” The system
            was named Eliza, after Joseph Weizenbaum’s 1960s chatbot mentioned earlier.
         

         
         Although Chai Research has not marketed its bots as suitable for talk therapy, other organizations are promoting chatbots
            for that use. Rob Morris, the cofounder of a nonprofit named Koko, bragged proudly2 in January 2023 that his company had provided talk therapy with GPT-3 to four thousand people. A few messages down in his boastful tweet thread revealed, however, that they had done this without the consent of people seeking therapy. Morris and Koko quickly discovered that once those people found that the messages came from a chatbot, they found them inauthentic. This should not surprise us: the text synthesis machines do not “understand” anything. That goes doubly so for a therapy chatbot stating to a person in crisis, confidently, that it “understands” what that person is going through. The point of talk therapy is not to exchange text strings, but rather human connection, which furthermore is guided by the expertise of the therapist. 

         
         Morris obliviously told on himself on X/Twitter, but many developers of AI tools are not going to be so forthcoming. In the
            previous chapter, we saw how employers are sold technology which makes things worse for workers. In this chapter, we’ll discuss
            how these AI fictions can make things much worse for consumers, citizens, and the public at large as well: austerity measures
            make automated solutions look like the only way forward for cash-strapped government services. But it isn’t going to work
            out as promised. Those with means are going to be able to access personalized, bespoke services in the medical, legal, and
            education domains—and cultivate relationships with their providers based on years of trust. All the while, venture capitalists
            and others seeking to cash in will run the AI con to disconnect the rest of us from social services, promoting a drive for
            scale that renders humane and connected services impossible.
         

         
         AI boosters will brag that these machines will make key services more accessible for everybody: medical advice will be free and on-demand, legal services will be available to anyone who needs them, and robot teachers will provide the care and knowledge that was only available in our wildest dreams! In reality, the parts of these that actually matter—relationships, economies of care, and time spent with professionals who want to help and understand your problem—will be devalued and replaced with cheap fakes for people who can’t afford real professionals. And, of course, this is a path of widening inequality, making life worse for those already marginalized: the poor, Black and brown communities, and people in the Majority World. 

         
         For years, as neoliberal austerity has increased and put a squeeze on national, regional (e.g., state), and municipal budgets,
            governments have sought to replace public services with automated replacements. This has meant not only replacing employees
            at state agencies with electronic facsimiles, but also generally increasing the level of automation within schools, health
            care settings, and public-facing administrative agencies. Although we focus on the United States and, to a lesser extent,
            the United Kingdom in this chapter, these patterns are happening for many governments around the world.
         

         
         
            Automating Decisions Under Austerity

            The first guise that automated austerity has taken is automated decision-making systems. Many major U.S. cities and states
               use these systems to make decisions about the lives of their citizens. In her landmark book Automating Inequality, Virginia Eubanks documents3 how the use of automated decision systems—in sectors such as child welfare, criminal justice, and housing—has left behind
               the most marginalized in America: those on public assistance and Medicare, the homeless, the elderly, and poor Black and Indigenous4 families who risk having their children taken away due to suspected neglect. These tools are positioned as commonsense efficiencies,
               but in practice they are cheap stopgaps that allow us to shirk our collective responsibility to repair the holes in the social
               safety net. As Eubanks puts it,5 “Predictive models and algorithms tag them as risky investments and problematic parents.”
            

            
            The impact of the decisions from automated systems have been dire. In a well-documented example, in Pittsburgh, Pennsylvania, Allegheny County’s Child and Youth Services employs a predictive algorithm known as the Allegheny Family Screening Tool (AFST)6 to ostensibly reduce caseworker load by assigning a score, 1 through 20, indicating the amount of risk at which a child may
               be in their home. The tool relies on existing records, including prior calls to Child and Youth Services, police, jail records,
               and public health and educational records. The score could be used to channel more resources to the child’s family, especially in cases of child poverty. But much of the time, the
               score is instead used as a means to justify family separation: removing children from the home and placing them in the foster
               care system.
            

            
            In this way, the function of the automation isn’t to support people, but rather to provide a false sheen of objectivity over
               a brutally discriminatory system. Family separation has been a fact of the child welfare system for Black and Indigenous children
               from the system’s origins; the act of removing these children and placing them in the care of white parents as a means of
               “saving them” is part and parcel of the system’s racism.7 The use of predictive analytics in this context provides a means of automating this violence, and offers new ways to supercharge
               and scale it.8 What’s needed is more resources and more time for social workers to connect families to those resources. Automation in the
               name of efficiency here only makes the government more efficient at harming families.
            

            
            In another example, judges have been turning to automated decision-making systems to assess whether to grant individuals release
               on bail while they await trial. This is known as “pretrial risk assessment.” As of 2024, 448,000 people in the United States
               are being detained in local jails9 because they cannot pay bail and must therefore remain there until trial and sentencing. As a result, the vast majority of
               those in jail are there because of poverty. Commercial bail companies (e.g., bail bondsmen) take advantage of this10, fronting the cash needed for bail at an exorbitant fee. As a corrective, some prison reformers have suggested replacing cash bail with automated decision-making systems that, they suggest, can judge whether the individual in question is likely to reoffend while they are awaiting trial. Several states use algorithms such as these, including Arizona, Kentucky, New Jersey, and Utah.11

            
            These tools have been shown to be racially biased, and do little to address the punitive, carceral, and racist foundations
               of the criminal justice system. In 2016, investigative journalist Julia Angwin and her colleagues published12 a landmark report on the bias involved in one pretrial risk assessment algorithm called the Correctional Offender Management
               Profiling for Alternative Sanctions, or COMPAS. This algorithm and others like it are purportedly data-driven and scientific,
               basing their scores on correlations between recidivism (i.e., being rearrested in the future) and a host of data points. Those
               data points concern things far beyond prior criminal history, including information about income, family criminal history,
               and psychology and personality.
            

            
            But Angwin’s team found that the algorithm was much more likely to mistakenly label Black defendants as repeat offenders,
               and to mislabel white defendants as nonrepeat offenders. This article set off a broad debate13 in technical communities concerned with the fairness of algorithms, but also raised critical questions about how many life-critical
               decisions we cede to automated decision-making systems. Again, we see that turning to automation is turning away from the
               human-scale efforts that would actually improve the situation: we can’t automate our way to a fair criminal justice system.
            

            
         
         
            Abdicating Governance to Automation

            National, regional, and municipal leaders have become enamored by AI hype, in particular by finding ways to offload the responsibilities of government to generative AI tools. This has included providing tools for guidance to their citizens and residents on how to navigate city ordinances and tax codes, translating asylum claims at the border, and providing massive contracts to companies who say they can shore up the lack of well-trained professionals for public health systems. But synthetic text extruding machines are not well suited to handle any of these tasks and have potentially disastrous results, as they can encourage discrimination, provide patently wrong advice, and limit access to valid claims of asylum and movement. 

            
            In New York City, Mayor Eric Adams (former cop and wannabe tech bro) has thrown resources at technological toys, with results
               ranging from laughably ineffective to dangerous. This includes a short-lived New York City Police Department robot14 that was meant to patrol the Times Square subway station and needed two uniformed human minders to deter would-be vandalizers.
               Adams and his administration released a broad-reaching “AI Action Plan”15 that aims to integrate AI tools into many parts of city government, the centerpiece of which was a chatbot that could answer
               common questions for residents of the Big Apple.
            

            
            Unfortunately, that chatbot isn’t able to reliably retrieve and convey accurate information; like all LLM-based chatbots,
               it was designed to make shit up. A 2024 investigation by The Markup, Documented, and the local New York City nonprofit The
               City revealed16 that the tool tells its users to flat-out break the law. The chatbot responded that it was perfectly okay for landlords to
               discriminate based on whether those potential tenants need rental assistance, such as Section 8 vouchers. It also stated confidently
               that employers could steal workers’ tips and could feel free to not inform workers of any significant schedule changes. These
               mistakes would be hilarious and absurd if they didn’t have the potential to encourage employers to commit wage theft and landlords
               to discriminate against poor tenants. Despite all these rampant errors, the chatbot interface has all the authority of an
               official New York City government page.
            

            
            California is the home of Silicon Valley, and accordingly, the state government has gone all in on the use of AI tools. In 2023, Governor Gavin Newsom signed an executive order17 to explore a “measured approach” to “remaining the world’s AI leader.” A California Government Operations Agency report suggests18 a number of potential uses of “GenAI” (that is, synthetic media machines), including summarizing government documents or
               even translating government computer code into modern programming languages, and required state agencies to explore the use
               of generative AI tools by July 2024.
            

            
            In a particularly alarming use case, the California Department of Tax and Fee Administration is developing a chatbot that
               would aid their call center agents in answering questions about the state’s tax code. Although the department said that this
               is an internal tool that will have agent oversight, the call for proposals states that the tool should “be able to provide
               responses to incoming voice calls, live chats, and other communications,” according to journalist Khari Johnson.19 The governor has also said the state has an ongoing pilot project to address homelessness.20 In his proposal, generative AI systems are supposedly helping identify shelter-bed availability and analyzing the state budget.
               These seem like jobs for people with access to databases rather than something you’d ask ChatGPT. Text extruding machines
               extrude synthetic text, not housing.
            

            
            At the U.S. border, language models and associated technologies are already being used in ways that have dire consequences. Here the technology in question is machine translation, which predates ChatGPT-style text extrusion machines but also uses language models. The United States Customs and Border Protection uses machine translation to process asylum claims. Those seeking asylum have a right to translation for written documents and interpretation for spoken language. But the reliance on machine translation tools has the potential to ruin a claim of asylum due to major errors. For instance, Respond Crisis Translation, an organization that provides human translators for asylees and other people in crisis, reports that translation errors can easily become grounds for denying an asylum claim and returning refugees to dangerous conditions in their home countries. “Not only do the asylum applications have to be translated, but the government will frequently weaponize small language technicalities to justify deporting someone. The application needs to be absolutely perfect,” says Ariel Koren, the executive director and cofounder of Respond Crisis Translation.21

            
            In the United Kingdom in 2023, then–prime minister Rishi Sunak convened a summit around AI held at Bletchley Park22, referring to AI as the “greatest breakthrough of our time.” However, there are already many uses of AI in the United Kingdom
               that are having detrimental effects for those intimately involved with its outcomes. It was, after all, only three years before
               that masses of students marched in the streets, chanting “Fuck the algorithm!” in opposition to algorithmic decisions that
               scored their A-level exams.23

            
            The Sunak government went all in on generative AI. In early 2024, Deputy Prime Minister Oliver Dowden announced plans24 to use LLMs to draft responses to questions submitted by members of Parliament and answers to freedom-of-information requests.
               (We find this a really telling commentary on the government’s attitude towards freedom-of-information requests. If they’re
               willing to use a text extruding machine to provide responses, they clearly don’t care about answering accurately.) And in
               2023, Sunak announced that the National Health Service25 (or the NHS, the United Kingdom’s public healthcare system) would be implementing chatbots all over the place. The text extruding
               machines would be used to transcribe doctors’ notes, schedule appointments, and analyze patient referrals. The NHS also announced,
               in mid-2023, that it had invested26 £123 million to investigate how to implement AI throughout the system, including brain, heart, and other medical imaging, and was making another £23 million available for these technologies. According to Sunak, these plans will “ensure that the NHS is fit for the future.” We beg to differ: throwing synthetic text into patient interactions and patient records sounds like a recipe for chaos, dumped on an already overstretched workforce. 

            
            Research is already revealing the problems of using these tools in patient care. The privacy implications are enormous: health
               care researchers have remarked27 that providers are already using public chatbots (such as ChatGPT) in medical practice. Inputting data into ChatGPT allows
               OpenAI to use those data to retrain their models, which can then lead to leaking of patient information and sensitive health
               information. Patients are worried about these data issues too; research by the digital rights advocate Connected by Data and
               patient advocates Just Treatment found28 that people are highly concerned that their data may be resold, or that large firms will not sufficiently protect their health
               information. This concern is even more piqued, as the contract to construct the “Federated Data Platform” which the NHS plans
               to build out its services has been awarded to Palantir, the military and law enforcement technology company founded by tech
               investor Peter Thiel.
            

            
            The British government’s headlong rush to deploy AI extends to the courts as well. A Court of Appeal judge used ChatGPT29 to summarize legal theories with which he wasn’t familiar and then directly pasted the output into a judicial ruling, calling
               the tool “jolly useful.” We were a little less than jolly upon hearing about this shocking usage, but even worse is that the
               UK Judiciary Office gave judges the okay30 to use tools like ChatGPT in the courtroom. The mild caveats offered by the Judiciary Office warn that synthetic text extruding
               machines are not authoritative, possess biases, and do not ensure confidentiality or privacy. But with such high-risk uses,
               why is this office suggesting that judges should be using these tools at all?
            

            
            These government leaders—Adams, Newsom, and Sunak—have accepted generative AI into the work and operation of government with confidence and enthusiasm. All of them use words such as “ethical”, “responsible”, and the like, but there could be another option: just don’t use these tools. Government processes that affect people’s liberty, health, and livelihoods require human attention and accountability. People are far from perfect, subject to bias and exhaustion, frustration, and limited hours. However, shunting consequential tasks to black-box machines trained on always-biased historical data is not a viable solution for any kind of just and accountable outcome. 

            
         
         
            Don’t Call the Robot Lawyer

            In the practice of law as well, we find many examples of people selling automation as a replacement for actual legal services,
               and of people who really should know better turning to ill-suited automation in their own legal practice. Law practitioners
               have been making the news for using text extrusion machines to generate legal briefs and basing legal decisions on queries
               to those machines. Some lawmakers are even crafting legislation with them. These uses are especially egregious, especially
               due to the special relationship between language and the law.
            

            
            Steven Schwartz, whom we met in Chapter 1, isn’t the only lawyer who’s gotten into trouble for mistaking an LLM-driven chatbot
               for a legal search engine or research assistant. In December 2023, Michael Cohen31, the now-disbarred former lawyer to Donald Trump, used Google Bard (later rebranded as Gemini), believing he was accessing a “super-charged search engine,” and passed along what looked like summaries of relevant previous cases to the lawyer representing him in a proceeding relating to ending his supervised release. These summaries would have supported his position, if they were real. His lawyer didn’t check these purported precedents, but rather included them in his legal filings. The US district court judge in New York threatened sanctions against Cohen’s lawyer, but in the end did not impose any, and denied Cohen’s request. 

            
            Obvious errors in legal documents produced by chatbots are to be expected. But that hasn’t stopped legal industry entrepreneurs
               from turning to the technology to make a quick buck. With funding from Andreessen Horowitz (Marc Andreessen’s venture capital
               firm), Joshua Browder, who is not a licensed lawyer, founded DoNotPay.com in 2015.32 From the beginning, DoNotPay was framed as a chatbot providing legal assistance, but the first version was different from
               ChatGPT-style tools. With input from lawyers in various jurisdictions, the system was originally created33 to handle specific types of legal situations, such as those where all the user needed was a simple document like a letter
               to appeal a parking ticket. This style of system is much less flexible than its ChatGPT-style counterparts because there are
               many legal situations it can’t respond to at all, although the tool can be expected to generate more accurate text when it
               provides any output.
            

            
            By early 2023, however, DoNotPay had “upgraded” to using OpenAI’s GPT-3 and began seeking people willing to use it in real
               time by allowing the system to “listen” in court and parroting the chatbot’s response out loud. In February of that year,
               someone had actually signed up34 to do this to contest a speeding ticket at a hearing. Browder had even offered35 on X/Twitter to pay $1 million to any lawyer who used the system to argue before the U.S. Supreme Court. After various state
               bar associations started investigating DoNotPay, however, they backed off from live in-court use cases and went back to drafting
               notes for people seeking to do things like cancel subscriptions or deal with credit agencies, that is, scenarios outside of
               courtrooms where messages stand a chance of being effective simply by using intimidating-sounding legalese, even if it’s inaccurate.
            

            
            In these cases, the judges and bar associations held the line and upheld expectations of accuracy. But there are others where
               it’s the judge or magistrate who turned to a chatbot or other LLM for assistance. It’s not only in the United Kingdom that
               they find it “jolly useful.” Juan David Gutiérrez,36 public policy professor at Universidad del Rosario, Colombia, collected a range of examples from Peru, Mexico, and Colombia
               where judges and magistrates turned to ChatGPT to draft judicial decisions, motivate rulings, or look up mathematical operations
               pertinent to the case at hand.37

            
            On the other end of the process, policymakers are also turning to ChatGPT, to our great dismay. The U.S. House of Representatives
               distributed38 forty ChatGPT Plus licenses to its members in April 2023, and by July Congressman Ro Khanna had used it39 to draft a bill (H.R. 4793) called the Streamlining Effective Access and Retrieval of Content to Help (or SEARCH) Act of
               2023. The “findings” section of the bill, taken verbatim from ChatGPT’s output, proclaims, “The use of the latest available
               technology can significantly enhance website search capabilities, enabling faster and more accurate retrieval of information.”
               This is, of course, more AI hype, cloaked this time in the pious tones of advocacy for efficient and effective government
               services.
            

            
            Not only is it hype, but a little linguistic analysis can show that it’s actually false. This sentence is either a claim that
               is meant to be timelessly true or a claim about the current moment when it was written in 2023. Neither interpretation is
               consistent with the actual world. The timeless interpretation can only be true if the sentence is always true. And it wasn’t
               true in 2023: synthetic text extruding machines are in fact a terrible replacement for web search, at least in any context
               where you care about getting correct information, as we’ll discuss further in Chapter 7. For now, we note with dismay that
               a lawmaker took hype about LLMs extruded from an LLM and tried to insert it into our legal code.
            

            
            The law and language have a special relationship: the law happens in language. Beyond that, it happens in language used in a particular way—lawmakers write policies into existence. On one level,
               the policies exist only as those words, while on another, they can have enormous impact on individuals, communities, and the
               entire planet through the ways that they shape behavior. And so the words must be chosen with expertise in order to have the
               intended effect, not only immediately after the policy is established, but also in the long term, when the legal and social
               context in which they are being interpreted will certainly have changed. The drafting process therefore should be done with
               care and not farmed off to a system that can swiftly create something that sounds good.
            

            
            Representative Khanna was at least open and transparent about how he was using the software. In Porto Alegre, Brazil, the
               city council passed a bill40 introduced by Councilman Ramiro Rosário, who revealed he’d written it by using ChatGPT only after it passed.41 Councilman Rosário reportedly took the bill, created off a short prompt, and submitted it with only minor edits for style
               to the council’s legislative drafting branch. He is quoted in the Washington Post as reflecting that “AI looked into the best references regarding good practice in drafting bills inside and outside the country
               on its database.” But ChatGPT doesn’t look into anything, it doesn’t have a database, and it has no way to select best references.
            

            
            None of these applications of large language models in the context of the law are well founded, and all are likely to lead to grief down the line—many already have. But this doesn’t mean the applications aren’t responding to actual needs. Junior lawyers are pressed for time, but so are people from just about every walk of life dealing with the legal system without access to good representation. In criminal proceedings, those who can afford private attorneys are also paying for the time of hundreds of interns and clerks to scan documents for evidence in discovery. But public defenders are stretched thin, making do with limited resources for too many cases. Similarly in civil cases, the rich have the advantage, whereas someone who can’t afford legal representation has limited options (such as legal aid organizations and a handful of pro bono clinics), all of whom are struggling to meet apparently unending needs with extremely limited resources. 

            
            We can see how a system that is very good at mimicking the form of legalese, and is furthermore marketed as a search engine
               replacement, would seem like a godsend to anyone struggling to get the urgent yet painstaking work of lawyering done. Unfortunately,
               here too we see that simply identifying a problem doesn’t mean a synthetic text extruding machine is a good solution for it.
               Just because something sounds like a contract, legal brief, or legislation, and just because you could make it into one by
               submitting it to the right portals of bureaucracy with the right signatures, doesn’t mean it’s going to have the effect that
               you seek or need.
            

            
            Yet another pernicious form that the hype takes is the repurposing of parts of credentialing systems—in this case, state bar
               exams—as a means to show the suitability of large language models to these use cases.42 Large language models are designed to closely mimic the text that people write and they are trained on enormous, undisclosed
               datasets, which likely include things like sample bar questions. It’s already not clear that scores on the bar exam measure
               much of relevance about a person’s ability to be an effective lawyer, but there is exactly zero evidence that the fact that
               large language models can extrude text that reads as good-enough answers to these questions establishes them as effective
               tools for lawyering, much less automated lawyers. Unfortunately, this kind of poor evaluation practice is endemic to work
               on applications of language models.
            

            
         
         
            Testing, Testing, 1, 2, 3 . . .

            If you were going to use a so-called AI system in a sensitive or high-stakes context, you’d want to have confidence that it had been evaluated and found to be suitable for that task, right? And surely, one would imagine that the researchers developing these systems have applied careful and stringent evaluations, since they are, after all, scientists and engineers. Alas, that is not the case, and we need to look into what passes for system evaluation in this field.
            

            
            Evaluation is central to the development of effective technology—and also represents a rat’s nest of confused science feeding
               into public relations campaigns and hype-tastic misapplication of poorly matched technologies. In other words, just exactly
               the kind of ouroboros of AI hype that is our central focus.
            

            
            Evaluation, as typically applied within computer science, allows us to ask questions like: Which technique works better for
               a given task? Or: How do increases in the size of training data impact system performance? In order to enable apples-to-apples
               comparisons, these evaluations are done on standardized datasets (called “benchmarks”), with standardized evaluation metrics
               and strict rules about ensuring that the test data is not included in system training. The history of benchmarking in computing43 goes back to the 1960s, when specific programs were run as a way to evaluate different computers for purchase. Some other
               early benchmarks (dating to the 1980s) concerned44 automatic transcription (also called speech recognition) and machine translation at the Defense Advanced Research Projects
               Agency (DARPA), a research agency within the U.S. Department of Defense, with input from IBM. For example, an evaluation campaign
               for automatic transcription45 of telephone speech would involve collecting recordings of telephone speech, producing manual transcriptions of them, and
               then running different automatic transcription systems that had not been trained with that data over it. System output would
               then be compared to the manual transcriptions, and those systems would be evaluated based on what percentage of words were
               mistranscribed—that is, transcribing the wrong word, missing a word, or adding extra words. Collectively, this is known as
               the “word error rate”.
            

            
            In these evaluations, the manually created data for comparison is often called the “ground truth”46 or “gold standard” data, and the evaluations are often described in a shorthand that vastly overstates what they are measuring.
               In fact, every single aspect of designing an evaluation involves decisions that shape what can be measured and how those results
               should be interpreted. This starts with the data collection. In the example above, we can ask: Whose speech is represented?
               What language, what dialect, what are the ages, genders, racial and ethnic identities, social class, first languages, and
               other salient social aspects of the speakers? Are they talking to close friends or strangers? What are they talking about?
               All of these things impact the ways in which we use language and as a result also impact how far we can generalize the results
               of the evaluation.47

            
            Imagine that a municipality is looking to use an automatic voice assistant as part of their emergency response system. (This
               is a particular nightmare of ours.) Let’s say they looked at systems whose automatic transcription components had been tested
               for white, middle-class, middle-aged speakers, in U.S. English as spoken in the Midwest (which is furthermore the first language
               of those speakers) to talk with friends over the phone during casual conversation. The designers of the system then found
               that it did really well on that evaluation dataset. But that choice of evaluation data48 doesn’t actually measure how well the system would work for speakers of other varieties of the same language,49 nor for speakers calling emergency services in states of distress. The choice of evaluation metric is also impactful. The
               standard for automatic transcription systems is word error rate, but this counts all words equally. In the emergency services
               example, words that appear in street addresses might be especially important. But street names and other place names might
               be less likely to have been in the system’s training data and therefore have a higher error rate.
            

            
            This example highlights the distance between evaluation practices as applied in research settings and the kind of evaluation that is needed to test how well a system would work in the real world. With the excitement about large-scale image and language models in the mid to late 2010s, however, evaluation in research started to go right off the rails, when researchers started creating benchmarks which they claimed tested for things like general-purpose natural language understanding. Once the benchmark is published, it turns into a contest for developers to compete in and brag about their scores on a public “leaderboard”, which further shifts incentives away from testing models for realistic situations and towards achieving a high score on a fixed evaluation task.50

            
            In fact, there is ample evidence that the ability of language model-based systems to score well on benchmarks that ostensibly
               test for language understanding is a kind of Clever Hans effect.51 Clever Hans was a horse52 who was trained, around the year 1900, to “do arithmetic”, giving his answers by tapping his hoof. Hans wasn’t actually doing
               arithmetic, though, but rather had been trained to be very sensitive to the cues that a person who asked him a question gave
               off when he reached the answer they were expecting. In other words, he was frequently right, but for the “wrong” reason.53

            
            The Clever Hans effect means that evaluation needs to be done very carefully. However, that’s not what we’re seeing. Rather
               than evaluating the suitability of automation for particular tasks, corporations, startups, and industry-funded labs looking
               to claim that they have developed an “AI” for medicine or legal services, turn to standardized professional licensure exams,
               such as medical licensing exams and state bar exams. They do this instead of getting down to specifics about how the system
               is meant to be used and evaluating it in that context. This would be laughable if it weren’t so alarming: What would society
               need with a system that takes standardized tests? These evaluations tell us little about how such systems would perform on
               a particular legal or medically oriented task. All they’re really good for is hype-filled headlines like “ChatGPT Passes Bar
               Exam”,54 reinforcing the misconception that reciting the correct forms is all that is needed for practicing law, medicine, therapy, and the like. 

            
            Beyond the mismatch between evaluation methodology and what the systems are being promoted for, we run into a more critical
               issue. The relationship between licensing exams and the skills desired in professionals like doctors and lawyers is already
               tenuous. These licensing processes are certainly designed to perform gatekeeping, to establish certain jurisdictions of a
               class of professionals, and prevent people without certain life histories from progressing through the ranks.55 But passing a bar or gaining one’s medical license involves more than simple rote memorization. A system that can output
               correct strings sufficiently frequently on a medical licensing exam or a bar exam has not in fact been demonstrated to be
               a reliable source of information for people needing medical or legal advice, much less shown to be able to do the actual work
               of a doctor or a lawyer.
            

            
            The use of standardized or professional tests or other artificial tasks in the evaluation of AI systems is a giant red flag.
               It typically signifies a cartoon understanding of the work that AI boosters claim their system can do; a disregard for the
               creativity, person-to-person connection, and care involved in the jobs they claim to replace; and a callous willingness to
               fob off anyone who might be dependent on the social safety net onto automated facsimiles of the services that society owes
               them.
            

            
         
         
            GPT’s Anatomy

            Just as in the provision of government services and in the practice of law, we see AI hype and the misapplication of automation crop up over and over again in medicine. The conditions that make this field susceptible, again, involve austerity (artificially insufficient resources faced with great demand) and large pools of digitized data. The push towards automation predates the current era of large language models, and indeed there are many examples of effective automation in medical services. But the tsunami of AI hype of recent years has swept in all kinds of “solutions” that are bad for patients and providers alike, while making it harder to do the kind of careful evaluation needed to select, implement, and maintain beneficial automation in health care settings. 

            
            In the United States, the twin conditions of austerity and digitization were both impacted by the Affordable Care Act (ACA)
               of 2010. While the ACA went some distance to improving access to health insurance and narrowing the country’s health care
               equity divide (though it still has one of the largest in the world),56 it also encouraged increasing digitizing and algorithmic processing of health records and included a set of reforms designed
               to reduce health care expenditure.57 This has meant that health care and insurance executives, as well as hospital administrators, have been looking for places
               to cut costs throughout the health care system while sitting on ever-larger piles of digitized data.
            

            
            It’s in this context that we consider the usage of automation and AI in the health care space. Some uses of automation have
               been more innocuous than others; automated heart rate, blood pressure, and blood oxygenation monitors are commonplace in every
               hospital room or clinician’s office. Online patient record portals have replaced many paper-based filing systems, giving people
               with internet connections much more rapid access to their own health information. More risky (and unfortunately becoming more
               common) are the uses of statistical prediction tools in the back office and health care administration, such as tools for
               estimating the amount of health care required per patient in a facility, or actuarial models that estimate the probability
               that providers are committing insurance fraud.
            

            
            One example of attempted automation that seems like a good idea on paper but hasn’t panned out in the field involves the extremely time-sensitive task of detecting the onset of sepsis in medical facilities. Sepsis is an inflammatory response to infection common in hospital settings, and one of the major causes of death within hospitals. The stakes of detecting sepsis early are clearly high. Epic Systems, one of the largest providers for electronic health records (EHRs), had developed an algorithm for a detection of sepsis, but a study in the Journal of the American Medical Association58 found that the tool had both a high false-positive rate and a high false-negative rate. The study concerned 38,455 hospitalizations. In 2,552 of those, the patient developed sepsis.
               The system failed to generate an alert for 1,709 of those (missing a good deal of true cases), while raising alerts (often
               more than one) for 6,971 total patients. If clinicians were to evaluate a patient each time an alert was raised, they would
               have had to perform 109 evaluations to find a single sepsis case. Epic executives publicly dismissed the results, but then
               overhauled the algorithm and grew their user guide to twice its size a year later, creating more work for those using it in
               practice. National Nurses United59, the largest labor union of registered nurses, has warned that clinical prediction is prone to both excessive false positives,
               which can lead to alarm fatigue, and false negatives, which can result in missing critical cases.
            

            
            Automated tools for allocating care have major problems as well. In a well-publicized 2019 study60, public health scholar Ziad Obermeyer and his collaborators evaluated a prediction system used by hospitals, physician groups (including health maintenance organizations or HMOs), and health insurance groups to identify patients who may have complex health needs and provide more resources for care management. The algorithm they assessed had been applied to about 200 million people in the United States, nearly two-thirds of the population. Obermeyer and his team found that the algorithm dramatically underestimated the care needed for Black individuals, compared to white individuals. The team found that this was largely due to the lack of access to health care for Black people: the algorithm used previous expenditures to predict future expenditures on health care, rather than actual health care needs. Black people in the dataset were, on balance, sicker than white people, but were less likely to seek treatment (likely due to cost, availability, and potential discrimination). 

            
            Another dire example involves an algorithm called “nH Predict”, used by UnitedHealth Group (the largest health care insurer
               in the U.S.) to determine the length of stays it would approve for patients in nursing homes and care facilities. In a class-action
               lawsuit61 filed in November 2023, the estates of the two named plaintiffs—deceased at the time of filing—alleged that UnitedHealth
               kicked them out of care too early, based on nH Predict’s output, even as the company knew the system had an error rate of
               90 percent. The court filing says that UnitedHealth used this system anyway, counting on the fact that only a tiny group of
               policyholders appeal such denials, and that the insurer “[banked] on the [elderly] patients’ impaired conditions, lack of
               knowledge, and lack of resources to appeal the erroneous AI-powered decisions.” The families of the two plaintiffs spent tens
               of thousands of dollars paying for care that went uncovered by the insurer. Reporting from Stat News largely confirms62 the allegations in the lawsuit, namely that after acute health incidents, UnitedHealth aimed at getting elderly patients
               out of nursing homes and hospitals as fast as possible, even against the advice of their doctors. Moreover, when patients
               challenged denials, physician medical reviewers were advised by case managers not to add more than 1 percent of the prior
               advised nursing home stay. And case managers themselves were fired if they strayed from those targets. The executive in charge
               of the division controlling the algorithm stated on a company podcast, in a comically evil admission, “If [people] go to a
               nursing home, how do we get them out as soon as possible?”
            

            
            One might hope that lawsuits over and media coverage about such terrible practices would bring them to a halt, but predictive algorithms are still used throughout the health care system. Meanwhile, insurance companies and other health care payers are now trying to cash in on the potential windfall profits from using large language and image generation models. The consulting firm McKinsey estimates63 that there’s “$1 trillion of improvement potential” in health care expenditure. We counted no less than fifty-three separate
               applications of generative AI tools in their report. Improvement potential indeed!
            

            
            Companies are rushing to market to get a piece of this windfall. Big Tech companies, along with health startups, are intent
               on the creation of models that, they argue, can be used in diagnosis and treatment, patient monitoring, interpreting medical
               imaging, and in-facility triage. Researchers at Google Research and its subsidiary DeepMind proudly proclaimed in a 2023 paper
               published in Nature64 that their model can perform well at a new test that they themselves created, based on a national medical licensing exam.
               “Well” here means 68 percent accuracy on this exam, which is markedly “inferior to clinicians.” As discussed above, these
               evaluations are simply measuring whether they can match the multiple-choice answers on standardized tests. To suggest that
               a medium-high score on such a standardized test says anything about a system’s suitability for actual clinical practice—such
               as diagnosis, patient monitoring, and constructing treatment plans—makes enormous unwarranted assumptions about what is happening
               in these systems, beyond modeling which words tend to go with which other words.
            

            
            This lack of serious evaluation and poor accuracy rate hasn’t stopped Greg Corrado, head of Health AI at Google Health, from
               going on a press tour65, bragging about the tool to the Wall Street Journal and announcing it loudly at Google’s massive developer convention, Google I/O. The Journal reported, additionally, that the tool was being tested in actual hospitals, including the prestigious Mayo Clinic. Corrado himself admits that he wouldn’t want the tool to be a part of his family’s “healthcare journey.” But in the same breath, he says the large language model will take “the places in healthcare where AI can be beneficial and [expand] them by 10-fold.” (We note that a tenfold increase on zero is still zero. So his statement might actually be technically true.) 

            
            It’s not just Google either. We are unfortunately seeing an explosion of chatbots in the health care space, being used in
               an increasing number of patient-facing contexts. A particularly alarming company in this space is Glass Health. The company66, calling itself the “SpaceX for Medicine” and supported by startup accelerator Y Combinator, promises that their text extruding
               machine can provide a differential diagnosis (that is, a process of providing multiple diagnoses of an illness with the purpose
               of ruling out possible causes) and care plan based on patient summaries inputted by a health care provider. Although the company
               cofounder has noted that such a tool is not meant to “replace the judgement of an attending [physician],” given its existence,
               what would stop providers and patients from using it like that? There are also reports that Amazon, having acquired primary
               care service One Medical, may be exploring using chatbots67 for patient triage in telehealth settings. In other words, if you have the misfortune of having had your health care provider
               bought up by Amazon, your access to that provider may now by denied by a stochastic parrot.
            

            
            Venture capitalists are racing to fund this explosion. For example, Hippocratic AI raised over $120 million of seed funding68, including $50 million from Andreessen Horowitz and General Catalyst, in a 2023 funding round. This startup advertises several
               dozen “healthcare agents” on their website69. Their avatars are synthetically generated animations, a multicultural coterie of fake people wearing blue scrubs, standing in a clinic or hospital. They each have their “specialties”, such as “pre-op colonoscopy” or “remote patient monitoring”. The text under the specialties gives away the game, advertising the “Estimated Cost” of each nurse substitute at “less than $9 an hour.” Clearly, the purpose here is to communicate to the investors behind privately run health care companies that they can dispense with the costs of actual skilled nursing care. Munjal Shah, Hippocratic’s CEO, confidently boasts70 that these agents can “speak every language, and remember every conversation with each patient.” Moreover, the CEO states71 that his synthetic health care providers will be tested such that they will surely be “showing empathy” and “taking a personal
               interest in a patient’s life.”
            

            
            Everything about Hippocratic AI is appalling. Shah seems to have missed that empathy and personal interest both require subjective experience and human connection. Keeping a transcript of every (conveniently already digitized) interaction
               isn’t remembering conversations, but it surely is building up a trove of data for future monetization. And we are highly skeptical
               that Hippocratic AI is equipped to truly evaluate their systems in English or other widely spoken languages, let alone “every
               language.” All of this is, of course, just adding insult to the inevitable literal injury that will come if we offload diagnosis,
               health care advice, and patient care to automated systems designed to predict likely next words.
            

            
            A bevy of startups and digital health companies have also started experimenting with using language models to provide psychotherapy,
               despite the obvious dangers and even the documented fatality due to Chai Research’s chatbot, mentioned at the top of this
               chapter. It’s ironic that that chatbot is named Eliza, after Joseph Weizenbaum’s 1960s chatbot. Though he wasn’t trying72 to create a system for use in actual therapy, Weizenbaum was taken aback at how even trained psychologists were enchanted
               by the technology and alarmed by how they spoke excitedly about widening access to talk therapy with automated technologies.
               Over fifty-five years later, chatbots remain as inappropriate for therapy as they were in the mid-1960s. But that hasn’t stopped
               AI boosters from spinning the same old fantasy. OpenAI’s Sutskever tweeted excitedly,73 “In the future, once the robustness of our models will exceed some threshold, we will have *wildly effective* and dirt cheap AI therapy.” 

            
            Therapy chatbots are finding increasing purchase in the health care technology ecosystem. Companies like Woebot, Wysa, and
               Pyx Health have secured hundreds74 of millions of dollars of venture capital and private equity to develop chatbots for mental health support. Their founders
               and defenders argue that75, in lieu of the massive shortfall in mental health professionals (especially since the onset of the COVID-19 pandemic), these
               tools can be a substitute for human therapists, since they can provide therapy on demand and reduce burnout for other mental
               health professionals.
            

            
            We see a number of problems with these tools. First, as with Hippocratic AI’s “healthcare agents” mentioned above, these tools
               can’t actually have empathy. They can repeat a set of words that, together, can be interpreted as empathy. But they cannot feel feelings nor
               recognize them in others. They cannot relate to us about the human condition, because they are not human. Second, as mentioned
               above, these tools are remarkably bad when it comes to dealing with crises, or with dealing with particular types of disorders.
               The Chai Research tool led one man to his death, and the National Eating Disorders Association chatbot mentioned in Chapter
               3 gave explicit disordered eating advice. Even with extensive testing, there are no guarantees they will not suggest suicide,
               disordered eating, or other negative health advice. Moreover, the people testing these tools—data workers, precariously paid
               people in the Majority World—may end up experiencing harm to their own mental health as a result, as they continually prod
               chatbots to try to suggest suicidal ideation to them. These chatbots are also notoriously unregulated, despite regulations
               applying to the licensing of actual therapists, and may have significant data privacy implications. In the U.S., to date,
               unlike for drug treatments or medical devices, which require Food and Drug Administration approval, there are no such requirements76 for therapy chatbots. Meanwhile, much of the “science” around these tools has been conducted by the companies themselves. Conflicts of interest abound.77

            
            Crosscutting all of the problems above is the issue of bias. When the systems are wrong, the effect of those errors is not
               distributed evenly across the population. A recent study found that widely used LLMs propagate racist misconceptions, which
               have been thoroughly debunked but are still common amongst medical students. For instance, the study found that four models—Google’s
               Bard (now Gemini), OpenAI’s ChatGPT and GPT-4, and Anthropic’s Claude—reproduced racist myths78 about Black people around lung capacity, skin thickness, and kidney function.79 Moreover, like UnitedHealth and their faulty algorithm for estimating post-acute injury care, companies are also trying to
               use language models as a means to evaluate insurance claims80, which, they argue, would reduce the number of workers needed to assess if claims comport with the myriad insurance policies
               and benefits packages provided by those companies. But we know that these tools cannot, on a fundamental level, perform this
               task. The answers provided have no guarantee of being true, and moreover will be rife with biases not only by race and ethnicity,
               but also gender, ability, and transgender status. There is limited information available on exactly how they are being used
               in actual health insurance settings, however. We may, unfortunately, have to wait until the next class-action lawsuit before
               seeing their failures in the open.
            

            
            If it isn’t obvious by now, despite what Google or digital health executives say, the push for AI in health care won’t broaden
               access. What it will do is worsen the working conditions of nurses and other health care providers, while widening the gulf between those who
               can get quality health care (which will remain provided by humans) and the rest of us (who will be left with cheap electronic
               knockoffs). And medicine isn’t the only arena in which the venture capitalists and other boosters loudly claim they are interested
               in increasing access while actually only increasing their personal wealth. We see very similar patterns in education.
            

            
         
         
            Listen Up, Class

            When ChatGPT was released in late 2022, educators were divided on what to make of it. Some of them lamented the fact that
               students would rely on the tool to generate high school essays. The most-read article of 2023 in the Chronicle of Higher Education, a trade publication for higher education professionals, was an opinion article81 salaciously titled “I’m a Student. You Have No Idea How Much We’re Using ChatGPT.” Others, especially advocates of large-scale
               online courses like Sal Khan, celebrated and embraced it,82 asking whether it could be a tool to aid in pedagogy. When OpenAI released the tool, they did so with little care that it
               would upset the world of education. But chatbots have landed like a bombshell for educators and students alike.
            

            
            Some teachers and many school administrators worried that the introduction of ChatGPT in the classroom would mean that the
               essay assignment would be dead. Teens could input their essay prompts into the tool and get back a ready-to-turn-in assignment.
               Although the tech press and some of education trade publications ran with these headlines, it doesn’t seem to have played
               out as predicted. A study by education researchers Denise Pope and Victor Lee suggests83 that high school teens cheated at about the same rates before and after the release of ChatGPT (about 60–70 percent of students
               reported in engaging in a “cheating” behavior at least once in the prior month). Moreover, a poll run by the Pew Research
               Center84 in September to October 2023 suggests that only about a quarter of teens have heard “a lot” about ChatGPT, and only a fifth
               of them have used such a tool for research, if they’ve heard of it. A vast majority of them don’t think that it’s acceptable
               to use to write essays.
            

            
            The kids are alright, but some professors are not (we say this in all kindness, as current and former professors). The paranoia about cheating on college essays has led to an increase in the creation and use of AI detection tools, and the surveillance and punishment of students. Turnitin, one of the most popular plagiarism detection systems (so much so that it is integrated with many learning management systems), released an AI detection tool85 that they argue is highly accurate. So accurate, they say, that it has a 1 percent false-positive rate. That is, for every
               hundred essays written by a person, it will only flag one as having been AI-generated. Except no system can be that accurate.
               OpenAI itself has admitted86, in a blog post geared towards educators, that AI detectors don’t work, or at least are not reliable enough to be used by
               educators to accuse students of using the tools.
            

            
            That hasn’t stopped some educators from wielding these tools in a punitive ways. For instance, there is the Texas A&M professor87 we mentioned in Chapter 1 who failed his entire class after he dumped their essays into ChatGPT and asked it if they were
               AI-generated. ChatGPT is not even marketed as an AI detection tool, except inasmuch as it’s marketed as an “everything” tool,
               but this professor was not alone in this confusion. A survey of teachers by the nonprofit Center for Democracy and Technology
               found88 that a majority of respondents reported that their schools were not providing adequate guidance on what to do when students
               were suspected of using AI tools. Teachers also saw increases in disciplining of students for suspected AI usage, with 72
               percent of respondents stating that, if their school used AI detection tools, students incurred negative consequences. Moreover,
               historically Black and Latine students, students with disabilities, and English learners are more likely to face disciplinary
               action. We can expect similar trends to continue with these tools as well.
            

            
            This tracks with much of the research of new technology in the classroom, and types of schools that offer these tools. Tools
               that are promoted as a means to expand student creativity are used for surveillance.89 For instance, educational researcher Matt Rafalow reports how education tools like smart whiteboards quickly become deployed as tools for keeping tabs on students in poorer schools, and their use made mandatory, while, even though they are present in schools with resources, they are rarely used as tools of surveillance, and are often optional. 

            
            Charter schools in particular have their own motivations to adopt technology products, and are often funded by tech philanthropists.90 For instance, charter schools like Summit Learning and their associated Summit school system are largely backed by Meta founder
               Mark Zuckerberg and Microsoft cofounder Bill Gates. Former charter school teacher and labor organizer Adrienne Williams has
               told us that, counter to encouraging “personalized learning”, Summit largely employs an ill-prepared teaching labor force—typically
               Teach For America alums who leave their assigned school district after only one or two years—and overrely on curricula that
               keep students glued to their laptops all day. These schools are in predominantly Black and brown school districts that are
               chronically underfunded. The students and their districts don’t need more technology. They need more teachers, better facilities,
               and more support staff, including child psychologists and learning specialists.
            

            
            In higher education, administrators are unfortunately buying into the hype and chomping at the bit to integrate artificial
               intelligence across the curriculum. We’ve seen press release after press release from major research universities about integrating
               AI into the university, or convening a task force, or constructing an AI hiring cluster. Paired with the major effort by national
               research agencies such as the U.S. National Science Foundation and the U.S. National Institutes of Health setting up large
               grant pools for AI research, universities have gone fully into finding ways to integrate AI into instruction, marketing, admissions,
               and other back-office work.
            

            
            Taylor Swaak, writing for the Chronicle of Higher Education, proclaims that we’ve crossed an “undefined yet critical threshold” for generative AI, and that universities—characterized
               as “historically slow” institutions—need to adapt. Swaak quotes91 a college administrator who says that universities and colleges cannot deal with this later: “There is no later. That later
               is actually tomorrow.” Instead of falling for the hype, and going all in on so-called AI for fear of getting left behind,
               we wish institutions of higher ed would double down on their core missions of teaching and research. Imagine if just one two-
               or four-year college put out a statement along the following lines:
            

            
            
               We’re going to prepare for this AI future that everyone is talking about by committing to funding fundamental research across
                  disciplines, but especially the humanities and social sciences. Of course, we’re concerned about the ethical and equitable
                  development and use of the technology, and that’s why we need scholars who are innovating at the edges of our understanding
                  of how humans experience life, how power works in society, and how we can reshape our social and economic systems towards
                  justice, equity, and sustainability. And we recommit to our mission of training students to be critical thinkers across disciplines,
                  who can consider sources of information and locate them within their context, who can evaluate toolkits for the tasks they
                  are taking on and decide which tools fit which task, and who can see through the glib marketing that power cloaks itself in.
               

            

            As in health care, much of the conversation around AI in education has focused on organizational efficiencies. That is, do
               more with less. Inside Higher Ed, another trade publication, ran an op-ed92 suggesting that text extruding tools could be used to do everything for faculty, and allow them to spend their time on work
               that actually matters. The work that faculty are supposed to be able to pass off to the automated tools includes creating syllabi, creating assignments, designing rubrics for those assignments, writing a reference letter for a student, creating a literature review, writing grants, and filtering job search applicants. Hell, even grading assignments! A world without actual faculty work, what a dream. 

            
            Except that’s precisely why faculty are hired. They are hired to educate, to do the slow, painstaking work of teaching students to engage in critical
               thinking, to assess their thinking, and to provide guidance. They are hired to provide close supervision of analytical thinking
               and to train students to work in the craft of professions that pertain to their majors. There is plenty that is wrong with
               the modern academic system: increasing casualization such as conversion of tenured positions to a growing pool of poorly paid
               adjunct faculty93, the nearly universal decline of state funding for public higher education institutions94, and the dramatic increase of the debt-financing of these institutions.95 But we should realize that the turn to AI is a symptom of these trends, rather than a means to challenge them and maintain
               the university as a space of critical inquiry.
            

            
            Unfortunately, many conversations about the introduction of AI in the classroom have forced us to bark up the wrong trees.
               Discussions about equity, of the gap between haves and have-nots, have heretofore focused on how some students will learn
               how to use these tools effectively (e.g., they will learn how to prompt the bullshit machine the right way) and other students
               won’t have the right skills for the workforce. On the flip side, Swaak, in the Chronicle article cited above, quotes a professor from the University of Pennsylvania’s Wharton Business School, stating that AI could present “the biggest equity opportunity we’ve ever had.” But we know from a long history of ed tech that this simply will not be the case. If we don’t get off the hype train, a privileged set of students may benefit from these tools, used in conjunction with close supervision by attentive, less-burdened human instructors. Meanwhile, most students will find themselves in classrooms led by harried, precariously employed adjunct faculty, who the academic administration expects to handle overfull classes by using these automated tools in lieu of actual instruction. 

            
         
         
            You Need People for Social Services
            

            The rush to implement AI “solutions” to all the problems of government services, law, health care, and education is inspired—not
               to mention funded—by Silicon Valley, tech executives, and their philanthropic arms. Sam Altman and Bill Gates have promised
               us cheap services for those who don’t have access to social services, health care, and education. Altman has clear profit
               motives in hyping AI in these spaces, and Gates has an interest as a major philanthropist in the areas of health and education
               (and, it should be mentioned, as the cofounder of Microsoft, he encouraged the company’s major investment96 in OpenAI). As for the Bill & Melinda Gates Foundation, their position in both education and health care means that they
               can set the agenda97 for public schools and global health.
            

            
            Their promises seem plausible on first blush because large language models can extrude text on any subject. Input a set of
               symptoms, and what comes out looks like a diagnosis. Input a legal query and what comes out looks like a contract or legal
               brief. Input a school subject and request for a lesson plan on literally anything and what comes out will look like a set
               of facts that you can teach students and exercises to have them do. We empathize with the people on the ground—teachers, physicians’
               assistants, and paralegals, among many other professionals—faced with great need and insufficient resources, wanting to believe
               that these systems actually work.
            

            
            But we have no empathy for powerful interests looking to shirk taxes, nor the forces within government who respond by shredding the social safety net and pushing so-called AI as a cheap replacement. And we have nothing but scorn for the would-be creators of AI, tech philanthropists, and their allies who claim to be acting in the interests of “everyone”, pointing to real needs in the world and selling their tech as a solution. But that solution is only poor facsimiles of welfare services, health care providers, legal aid, and educators—facsimiles that the tech barons would never rely on for their own families. 

            
            Just because you’ve identified a social problem doesn’t mean LLMs or any other kind of so-called AI are a solution. When someone
               says so, the problem is usually better understood by widening the lens, looking at it in its broader context. As Shankar Narayan98, the Tech and Liberty Project director for ACLU of Washington, asked regarding biased recidivism prediction systems: Why
               are we asking who is most likely to reoffend rather than what do these people need to give them the best chance of not reoffending?
               Likewise, when someone suggests a robo-doctor, robo-therapist, or robo-teacher, we should ask: Why isn’t there enough money
               for public clinics, mental health counseling, and schools? Text synthesis machines can’t fill holes in the social fabric.
               We need people, political will, and resources.
            

            
         
         
      
   
      
      
      
         
            Chapter 5
Artifice or Intelligence? AI Hype in Art, Journalism, and Science

         
         To those selling the illusion of artificial intelligence and to those who think they are actually building humanlike entities,
            creativity stands as the ultimate goal and proof of success. Automating what is rote or describable via algorithm is just
            engineering, but forging something capable of creativity demonstrates a quantum leap into a technology that can approximate
            activity that had heretofore been the sole domain of human beings. Creating an entity that can evoke wonder and awe, produce
            verifiable science, or take over the important work of journalistic inquiry and holding power to account would be a monumental
            step towards showing that, yes indeed, these technologies are truly groundbreaking.
         

         
         However, that’s not what’s happening. Chatbots that can generate creative prose, poetry, or text that sounds like scientific writing or journalism are still only linking together word patterns they’ve calculated from their training data. In visual media, text-to-image models like Stable Diffusion that create images of fluffy clouds and sweeping landscapes, or valiant warriors fighting impossibly large dragons, are the product of similar technical processes to the ones used to build chatbots, except applied to images. These are probabilistic (aka “stochastic”) algorithms trained on piles of work stolen from creative people. What these algorithms output are usually remixes that are not direct copies of the original work, although with some specific techniques1 they can be prompted to create those direct copies verbatim. Either way, for these outputs to have any meaning, people still
            need to make sense of them and select the ones they find pleasing. Having done so, they often attribute the creativity of
            the people who produced the training data, combined with their own sense-making, as creativity on the part of the algorithm
            itself.
         

         
         It’s not surprising, then, that our current moment of AI hype features overblown claims of mathy maths that are capable of
            producing art, science, and journalism, three fields of endeavor that are creative at their core, but are often experienced
            via textual, visual, or other artifacts. As the internet, markets for art and illustration, scientific publications, and our
            information ecosystem in general are flooded with synthetic versions of such artifacts, we see that these fantasies of machine
            creativity are anything but benign. It’s helpful to use the metaphor of an ecosystem2: that is, the issue with synthetic science and news isn’t just something that happens at the level of an individual consumer
            being exposed to misleading synthetic content. Rather, we inhabit an ecosystem of information, which consists of relationships
            of trust between publications and readers, and also involves many interconnected parts. When synthetic text “spills” into
            that information ecosystem, it is a kind of pollution, damaging relationships of trust and, furthermore, moving from one part
            of the system to the next.
         

         
         How did it come to this? We were promised—in science fiction and speculative visions of the future—that automation would take over the drudgery of doing repetitive labor, like data entry, cleaning the dishes, or scheduling meetings between people. Instead, we’re told we’re supposed to accept (and even celebrate!) machines that are creating art and taking over other creative activities that are uniquely human. 

         
         In this chapter, we talk about how the labor-saving promise of AI, when applied to creative activities such as designing visual
            art or making music, upsets industries based on craft. We debunk the idea of robot scientists that would overcome the perceived
            limitations of human scientists. And we also discuss how the critical work of democracy, namely journalistic reporting and
            writing for an informed public, is also being encroached upon by text synthesis machines.
         

         
         
            AI and Art-Making

            Emad Mostaque3, the founder and former CEO of Stability AI, has described their flagship product, the text-to-image tool Stable Diffusion,
               as “democratizing image generation.” According to the hype peddlers, the exciting development here is that now anyone can
               realize their creative vision in (digital) visual art. Newsletter writers, magazines, and advertisers no longer need to pay
               graphic designers, because “AI” can make the art they need for cheap, even following directions about which style to use.
               And soon, they promise, the creation of movies—including scripts, CGI actors and scenery, music and editing—will be so cheap
               everyone can have personalized content on demand. A major step towards this world seemed at hand as OpenAI released Sora,
               a text-to-video generation tool, which produces photorealistic video clips from natural language prompts. In the future, Mostaque
               posits, all content will be “interactive and dynamic” and if you want characters from different movie or videogame franchises
               to interact in a bespoke way, you can put appropriate prompts “into something like Photoshop” to get your desired image.
            

            
            In the future world envisioned by AI boosters like Mostaque, this is seen as a net good. They argue that these tools allow the television and movie streaming world the ability to create content that uniquely appeals to every taste, down to the person. In this environment, there’s a massive value proposition for cheaply generated AI entertainment, the benefits of which are likely to accrue to large legacy movie and television studios as well as new Big Tech entrants like Netflix and Amazon, although part of the boosters’ sales pitch is that the benefits will also be reaped by all, including independent creators. 

            
            Except that’s not at all how it’s played out in practice. There are, to date, no synthetic media machines in any medium that
               are based only on data collected in a way that respects existing artists. Karla Ortiz, a visual artist who has worked on projects
               for Marvel Studios and Industrial Light & Magic, among others, reports losing income4 because studios are using AI systems for things like character design—AI systems whose training data includes her own art.
               Greg Rutkowski, a visual artist whose art is known for its distinctive high fantasy style and has been used for tabletop games
               like Magic: The Gathering and Dungeons and Dragons, has been ripped off5 thousands of times by people using tools like Midjourney and Stable Diffusion. The proliferation of these tools has only
               been made possible by the blatant theft of content from working artists like Ortiz and Rutkowski. The people using that content
               are infringing on the very markets that those artists sell their work on to make their livings.
            

            
            Ortiz has said that artists want the three Cs6: credit, consent, and compensation. If their works are being used to train models, they should be credited by the authors of any derivative works. Their work should only be used in this way if they have given their consent, and that consent should be continuous and revokable at any time. Lastly, artists want to be paid for that work. These companies are some of most highly valued in the world. Why should artists who spent years perfecting their skill be left to starve as a few technical experts who stole their work get rich off of it? Stability AI7, after all, has raised at least $150 million in multiple funding rounds.
            

            
            AI art generators are already being deployed in ways that disrupt the economic systems through which people become and sustain
               careers as working artists. Illustration work for newsletters and other small publications is one way to make a living as
               an artist. If companies are using AI to do this work instead, we will miss out on the next generation of visual artists honing
               their craft and creating original content. A survey conducted8 by the Society of Authors found that 26 percent of authors, translators, and illustrators surveyed had lost work due to generative
               AI, and 37 percent of them had lost income due to it. A vast majority of authors, translators, and illustrators thought that
               these systems would negatively impact their future income.
            

            
            In February 2023, only four months after the public release of ChatGPT, people trying to make a quick buck by publishing “stories”
               extruded by ChatGPT in the speculative fiction magazine Clarkesworld flooded its submission portal9, leading the magazine to temporarily stop accepting submissions. (This is because Clarkesworld does not require a fee to
               submit work, to encourage submissions from as broad a pool as possible.)10 Fortunately, they have reopened11 (with a warning that submitting something written with or by AI will lead to being banned from the site). Similarly, Julie
               Ann Dawson12, the founder and creator of Bards and Sages, a small publisher of speculative fiction and role-playing games, announced in
               March 2024 that she was closing up shop after twenty years. Dawson said an influx of AI-generated content was “the final straw.”
               “The problem with AI13 is the people who use AI. They don’t respect the written word,” Dawson told 404 Media. She continued:
            

            
            
               These are people who think their “ideas” are more important than the actual craft of writing, so they churn out all these “ideas” and enter their idea prompts and think the output is a story. But they never bothered to learn the craft of writing. Most of them don’t even read recreationally. They are more enamored with the idea of being a writer than the process of being a writer. They think in terms of quantity and not quality. 

            

            Such a glut of machine-generated content flooding Clarkesworld and Bards and Sages is especially troubling, as the publishers
               serve14 as a means for authors not already well connected to the speculative fiction publishing world to get their foot in the door—and
               thus as a means for readers of speculative fiction to have a much more diverse range of works to enjoy.
            

            
            But the problem is much more widespread than a few small publishers. Amazon, which remains the largest online book marketplace,
               is absolutely awash with extruded books15. Many authors find that, soon after their books are published, similar books with slightly different titles are appearing
               on the platform. Some authors have even found that scammers are using synthetic text machines to generate books under their
               actual name. The AI scammers aim to use the book’s publicity and the real author’s name recognition to cash in on their cheaply
               generated text, on the backs of actual authors. Even if Amazon manages to take them down, they may have made their money and
               run off to another pump-and-dump text synthesis scheme. For authors, the situation can damage the relationships with audiences
               they have worked for years to cultivate. While the problem of online book scammers is not new, generative AI is supercharging16 this issue by providing text that plausibly looks like it was generated by the author.
            

            
            Books generated by AI scammers don’t just harm authors. They also may have very harmful consequences for their consumers.
               Members of the New York Mycological Society, a community-based organization focused on mushroom foraging, noticed the growth
               of books on gathering mushrooms on Amazon. These books17—with names like The Ultimate Mushroom Books Field Guide of the Southwest: An Essential Field Guide to Foraging Edible and Non-edible Mushrooms
                  Outdoors and Indoors—are another type of AI-generated book scam, with life-or-death consequences. Distinguishing between safe and dangerous mushrooms
               takes some training and requires human judgment, neither of which can be found in the output of synthetic text machines. And
               it looks like there’s already been victims of these books: a Reddit user18 posting in August 2024 said that a mushroom book they bought on a “major online retailer” resulted in their entire family
               landing in the hospital for a week. The book, after their further investigation, contained telltale signs of chatbot-generated
               text, like the statement “Let me know if there is anything else I can help you with.”
            

            
            While fake books on mushroom hunting may have the most immediate consequences if one happens to ingest a death cap, there
               are likely loads of similarly synthetic books in other genres that will harm consumers in more subtle and pernicious ways.
               Who is already relying on synthetic financial, legal, or psychological advice?
            

            
            Another, more subtle argument against AI art is the way that the AI models enshrine particular types of media, in terms of
               both content and style. Like all generative models that use machine learning, a model can only generate media that is a weakly
               remixed version of what is in its training data. This means that the training data strongly determines what ends up in the
               model. Looking at what’s in influential datasets provides important insights into what we’re going to be dealing with in model
               output.
            

            
            Journalist Christo Buschek and artist Jer Thorp19 did a deep dive into one particularly influential dataset, LAION-5B, by following the many separate steps of how it was created. The goal for this dataset was to create text-image pairs, so that the trained models could be prompted with text and produce images. Creating such data, for example by hiring people to describe images, would be really expensive, so the team creating LAION-5B relied on existing text-image pairs, largely in the form of “alt text”, or textual descriptions added to images on the web. 

            
            The original goal behind alt text was to provide a means for low-vision and blind users to have access to the contents of
               images, and so in principle it should be a rich source of accurate textual image descriptions. One wrinkle of this all, however,
               is that alt text has been repurposed for search engine optimization (also known as SEO). That is, it’s become a strategy to
               get users to click on particular pages that appear in search results (which means, mostly on Google), either for ad revenue
               or e-commerce. Instead of being a way to accurately describe what is in an image (e.g., “a pair of black over-ear headphones
               with a gold brand logo on the side”), SEO-optimized alt text is used to drive up traffic (e.g., “the best budget over-ear
               headphones”).
            

            
            Buschek and Thorp found that, for starters, the vast majority of text in LAION-5B is in English, meaning most of the images
               are likely coming from Anglophone regions. But more damning for AI art generators like Midjourney and Stable Diffusion is
               the subset of data used to fine-tune their models. Fine-tuning is the technical process of taking an existing model and adapting
               it for a particular use case. The data used for fine-tuning has a big impact on the final output of the model.
            

            
            In this case, these prior models were fine-tuned to generate images that were of “high visual quality.” A small group of users recruited from the Stable Diffusion Discord (an online chat server) provided one set of ratings, while another came from a forum for digital photography enthusiasts called dpchallenge.com. The top fifty users of this site provided 7.5 million ratings, and these users are overwhelmingly white and middle-class, and from small American cities. Therefore, the discernment of what is “high-quality” art is crowdsourced from a narrow group of people who likely share a similarly narrow set of worldviews. Although it would be difficult to definitively prove this, we still hypothesize that this is why AI-generated images seem to replicate one particular style. 

            
            Lastly, the promotion of AI art betrays a deep misunderstanding of the nature of what ought to be considered art. The major
               functions of art include sharing experiences and providing insight into the human condition—not to mention the joy and fulfillment
               of artistic expression. As philosopher and technology scholar Johnathan Flowers has said20, the purpose of art is to signal a particular kind of intention and to convey a particular type of experience, and this is
               precisely what AI art lacks. Art exists as a means to convey something about the human condition. A diversity of art forms
               exist because we, as humans, are diverse. An expression of human experience can be simple or complex but need not involve
               a high level of technical acumen. By this measure, we find the claims that crafting prompts is akin to “democratizing” art
               and producing the same joy to be unconvincing.
            

            
            Moreover, art is generally produced as part of a community, in movements and in reply and reaction to the work of other artists
               and cultural critics. Cultural sociologist Jennifer Lena has noted21 that much of the production of AI art is fundamentally asocial, being created without the benefit of productive artistic
               communities and opportunities to workshop with other creators. (To those on the Stable Diffusion Discord or Reddit who protest,
               ask yourself: Are exchanging different prompt strategies the same thing as honing an honest craft?)
            

            
            On a similar note, many defenders of AI art have argued that when humans make art we are also always “just” remixing ideas from other artworks, such that the “borrowing” (more accurately: stealing) from artists like Ortiz is justified. But there is an enormous difference between the practice of craft and the practice of writing a successful prompt: when we reference or remix ideas from other artwork, we are drawing on both the form and meaning of the art. We pull in the form because it was meaningful to us and we want to invoke that meaning in our creation. 

            
            But fidgeting with a prompt can be done with little care about what came before, or any engagement with the craft and practice
               of producing art. Indeed, the primary connection to the work of other artists is blatantly ripping off the style of particular
               artists for financial gain or to demonstrate the prompter’s technical prowess with prompting. If one was actually invested
               in the aesthetics of other artists, one could materially support them by purchasing their work, or seeking out paid mentorship
               or lessons.
            

            
            Like academic scholarship, which we discuss below, artistic practice is a social activity, one that is ostensibly performed
               with a respect towards others’ prior work, since they are peer creators. Even in work that is meant as a critique, creators
               know who the target is, or center on one or two paradigmatic examples of that artistic style. In an academic context, we would
               call this citational practice. Citational practice22 is an acknowledgment of what came before and that you were not the first person to develop an idea. Citation also operates
               as a currency in status-based fields like art and academia. When people using synthetic media machines generate books, images,
               or other media, there is no citational practice or acknowledgment of the social production of the work. It’s just a cheap
               rip-off. Additionally, this exacerbates the existing equity issue in citation: women, people of color, and people in the Majority
               World are cited much less than white, Western men, even when they are the originators of certain ideas and styles. A turn
               away from citational practice will further obscure the contributions of people in these communities.
            

            
            Artists are pushing back against the wholesale theft of their work and encroachment on their livelihoods. Unfortunately, protections for working artists, at least in the United States, are notably weak. While Hollywood writers and actors are protected by their unions, visual artists don’t have a similar guild to which they can appeal and prevent the massive impingement of scraping of creative works for the training of AI tools. Many artists have resorted to relying on copyright claims on their existing work. Karla Ortiz and others have sued Midjourney and Stability AI for stealing their work and having people use tools from these companies to pass off AI-generated art as their own. Others, such as author George R. R. Martin of Game of Thrones fame and novelist Jodi Picoult, among others, have also filed suit against OpenAI and Meta for copyright infringement for
               using their books to train language models. They are joined by the U.S. paper of record, the New York Times23, which is suing OpenAI for training ChatGPT on millions of their articles.
            

            
            Much of the conversation24 around copyright—at least in the U.S.—hinges on whether the use of copyrighted works can be used in the creation of derivative
               works, what is known as the “fair use exception” to copyright law. Existing case law has established a four-factor test of
               “fair use”: whether the work is sufficiently “transformative,” the nature of the work (e.g., was it published or unpublished?),
               the amount and substantiality of the portion taken, and the effects of the resultant work on the potential market. Derivative
               works must meet all four factors to pass this test in order not to be in violation of copyright. AI boosters have done25 a lot of policy, legal, and ideological work to claim that the “transformative” nature of AI tools fulfills the first factor
               of the test. Accordingly, that factor is the most fuzzy and opens up the most room for judicial discretion. Their argument
               goes something like this: model training involves copying the original work, yes, but then it only focuses on the words (for
               texts) or on the pixels (for images), turns them into numbers for input into models, and then outputs something different
               altogether.
            

            
            That argument may hold water, if the process as described were the only thing that the synthetic media extruders were doing.
               Much of the substance of the lawsuits filed by Ortiz, Martin, the New York Times, and others hinges on the fact that the derivative works from these models are largely copying their works (thereby failing
               the “amount and substantiality test”) and also significantly impinging on existing markets. People who are not Rutkowski or
               Ortiz, for instance, are creating work that looks just like theirs, perhaps with slight differences around the edges, and
               then selling that work to the same buyers. In other cases, corporations who make extensive use of concept art (for instance,
               Marvel Studios) are cutting artists, whom they otherwise would have hired for their work, out of the equation altogether.
               Moreover, in the case of the New York Times, users of ChatGPT and its different variants are able to produce, nearly verbatim, text from the newspaper, when they provide
               specific prompts. We’re not lawyers, but the argument that these tools are sufficiently “transformative” seems to ring hollow
               if they extrude words and images that are nearly identical to the data they are trained on, and do so on demand when prompted
               to produce something that matches the work of a specific artist or news outlet.26

            
            For AI boosters, the threat of these lawsuits is existential. And, frankly, we welcome that. Venture capital firm Andreessen
               Horowitz warned27 that all of their investments in AI would be worth a lot less if they had to abide by copyright law: “Imposing the cost of
               actual or potential copyright liability on the creators of AI models will either kill or significantly hamper their development.”
               That is, if they actually had to pay artists, illustrators, and writers what their content is worth, rather than simply stealing
               that content from the web, their business model would fall apart.
            

            
            Like many of the people using synthetic media tools to generate text and images quickly for commercial or reputational gain,
               there’s been another move to use these tools to accelerate academic production. These efforts are misguided for many of the
               same reasons, but with different but no less threatening knock-on effects for science and its institutions.
            

            
         
         
            Citation Needed: Mathy Maths in Science

            There are a whole panoply of starry-eyed fantasies of how AI will perform the difficult work of science. They range from imagining
               that automation would somehow replace participants in experiments, identify relevant prior literature, or communicate scientific
               results, all the way to dreams of robots who do science independently. Science and engineering have been, after all, the basis
               of many life-saving and life-changing inventions: advances in biology have led to vaccines, antibiotics, and the practice
               of constant handwashing, while breakthroughs in mechanical engineering have led to the steam engine and cross-continental
               transportation. The idea that we might automate all of this is not only wishful thinking, but can actually lead to harmful
               practices.
            

            
            In November 2022, just before OpenAI released ChatGPT, Meta and an open-source project they support called Papers with Code
               set up a demo of a system they named “Galactica”. Papers with Code claimed that Galactica could “summarize academic literature,
               solve math problems, generate Wiki articles, write scientific code, annotate molecules and proteins, and more.” Yann LeCun28, chief AI scientist at Meta, bragged, “Type a text and galactica.ai will generate a paper with relevant references, formulas,
               and everything.”
            

            
            The ostensible idea was to train an LLM only on “good” (in this case, scientific) language data, to avoid the well-known data
               processing problem of garbage in/garbage out. But with LLMs, the situation is even worse than garbage in/garbage out—they
               will make papier-mâché out of their training data, mushing it up and remixing it into new forms that don’t preserve the communicative
               intent of original data. Papier-mâché made out of good data is still papier-mâché.29

            
            Beyond that, it’s quite a leap to assume that scientific prose is uniformly “good data” for a language model’s inputs. The history of racism and other bigotries throughout scientific texts is well established. So it’s not at all surprising that the output of Galactica not only failed to be grounded in scientific methodology, but did so in ways that reproduced racist patterns. When linguist Rikker Dockum30 prompted Galactica to write about linguistic prejudice, the output included the sentence “For example, prejudice exists against
               blacks [sic] in the United States, even though they have no language of their own.” Plenty of other examples31 quickly flooded in, where users found prompts that would produce nonsensical, and often bigoted, output—formatted as authoritative-sounding
               scholarly writing, with titles like “The benefits of eating crushed glass” or “The benefits of antisemitism.” Adding insult
               to injury32, the guardrails that Meta tried to install around Galactica, presumably to prevent people from using it to create artifacts
               of bigotry, rejected perfectly reasonable requests—for instance, around AIDS, structural racism, and queer theory—as if the
               medical phenomenon of AIDS or the social phenomenon of racism ought not to be subject to scientific study.
            

            
            The Galactica demo lasted only three days before effectively getting ridiculed off the internet. Throughout, Meta’s LeCun
               beclowned himself, first promoting Galactica as able to write scientific papers, and then whining about how people were using
               it. He tweeted,33 “Following a text, Galactica spits out a prediction of what a scientific author might type, thereby saving time and effort.
               This can be very helpful even without being completely accurate. The usual disclaimer applies: garbage in, garbage out. Prompt
               it with lunacy, get lunacy.” This completely misses the point that LLMs are simply not suited to the task of synthesizing
               and presenting scientific information.
            

            
            Science, like all scholarship, builds on previous work, so the first step is a review of the existing literature. In the written
               artifacts of scholarship (academic papers), the literature review is written as a section, often short, that is dense with
               citations to prior academic work. Science and technology scholar Bruno Latour34, for instance, writes that scientists reference “the literature” as a means to justify prior knowledge, to attribute ideas, and to signal and sort themselves into particular scientific camps based on their own beliefs and values. It presupposes that one has actually read the literature, and has engaged with it in a substantive manner. It’s straightforward to get Galactica or ChatGPT to extrude
               something that takes the form of such a section on almost any topic—and the AI boosters would like us to believe that’s as
               good as or even better than doing it ourselves.
            

            
            For many kinds of science, another time-consuming and otherwise complicated step involves surveying or interviewing participants,
               also called human subjects. This is difficult: it’s often hard to recruit an appropriate sample of the population of interest,
               or find ways to ask questions that get at the topic of interest without causing harm to the people being asked (for instance,
               asking about past trauma without retraumatizing participants). Sometimes, what’s needed is expert opinions, but the relevant
               experts are too busy or are unwilling to do the relatively low-paid labor of providing the information required. But what
               if chatbots could be designed to answer questions as if they were people with different kinds of lived experience or different
               expertise? How convenient!
            

            
            You might hope at this point that we’re making this up, but researchers have actually proposed using “in silico” samples for
               political science surveys35 and psychological experiments.36 We’ve already discussed37 a form of this type of methodology in Chapter 3—in a paper written by OpenAI researchers, they determined what kinds of tasks
               in what kinds of jobs could be handled by an LLM by asking the LLM itself. But this idea is ludicrous on its face: “silicon
               samples” are, obviously, not real people. Even if researchers are “just asking questions” about whether this is a reasonable
               methodology, it’s misguided. When other researchers take their results and use it as a justification to use “silicon samples”
               in social science research, it replaces empirical foundations with quicksand.
            

            
            Peer review is another necessary, yet time-consuming, component of doing science. In principle, the peer review system does a positive kind of gatekeeping: papers that have been published after peer review represent scholarship that two to five other experts in the same area have carefully considered and determined to be sufficiently rigorous. Scientists typically perform this labor for free, or for some perfunctory reward (e.g., a very modest discount for one of the publisher’s books). Reviewers consider whether the papers are appropriately grounded in previous work, use methods that make sense for the research questions they are addressing, have collected relevant data, and include convincing argumentation that draws on the data to reach conclusions about the research questions. However, in practice, many—if not most—scientists feel too busy (usually with their own publications) to comfortably give peer review the level of time and attention it demands. This is largely due to the culture of “publish-or-perish” in modern academia, in which research-track faculty are required to have a tremendous amount of research output, lest they not be eligible for progress through the ranks, or be denied tenure—effectively forcing them to find a new job. Peer-reviewed publication venues (conferences and journals) are drowning in submissions and scrambling to find qualified reviewers. This has been referred to38 as the “peer review crisis”, and it doesn’t have any obvious or simple solutions.
            

            
            So, of course, AI boosters have suggested that the process of peer review could be sped up with the judicious application
               of LLMs. Perhaps, they say, the chatbots could write a first draft of the review or suggest possible problems with the papers
               being reviewed! This isn’t hypothetical: researchers at Stanford studied39 peer reviews of papers submitted to conferences about natural language processing, machine learning, and robot learning from 2020 to early 2024 and found that between 6.5 and 16.9 percent of the peer reviews written after the release of ChatGPT contained text likely to have been either simply the output of an LLM or substantially modified by one—a sharp increase compared to pre-ChatGPT. Although we’re sensitive to the peer review crisis, this is a serious abrogation of scholarly duty. 

            
            
               The Humanity of Science

               At the core of AI-for-science hype is the idea that AI is somehow going to accelerate science and help us solve pressing scientific
                  problems much faster. In 2016, AI researcher40 and Sony executive Hiroaki Kitano proposed a “grand challenge” of designing an AI system that could “make major scientific
                  discoveries in biomedical sciences and that is worthy of a Nobel Prize and far beyond.” In 2021, he rebranded41 this exercise as the Nobel Turing Challenge—a combination of Nobel ambitions and the Turing Test, which we’ll discuss in
                  the next chapter—and started a series of workshops to publicize this goal. His vision is an autonomous agent that can “do
                  science” on its own, rapidly scaling the number of scientific discoveries available to humanity.42

               
               The absurdist writer Douglas Adams caricatured this kind of wishful thinking perfectly in the late 1970s, with the characters
                  in The Hitchhiker’s Guide to the Galaxy who developed a supercomputer to give them the ultimate answer to the ultimate question of life, the universe, and everything.
                  That answer, they learned after generations of waiting, was 42. Of course, such an answer is useless without the corresponding
                  question, and their supercomputer wasn’t powerful enough to determine the question. It was powerful enough, however, to design
                  an even bigger computer (the planet Earth, as it happens) that could, given 10 million years, calculate the question. We can’t
                  delegate science to machines, because science isn’t a collection of answers. It’s a set of processes and ways of knowing.
               

               
               There’s a very peculiar mental model of science that AI boosters seem to envision. An understanding of science behind an imagined
                  autonomous AI Scientist (stylized with a capital S, following Nobel Turing Challenge marketing copy) is markedly different from how science actually happens. In this view, scientific knowledge is simply made up of collections of empirical facts, which are to be found through technical processes that just need to be refined enough. It follows that if we could just get more of those facts more quickly, we’d be benefitting from more science and more technology. However, this view leaves no room for understanding science as a fundamentally human and social activity, that can only take place at a human scale, through communication among scientists, and between scientists and the broader public. As with AI “art” discussed above, AI boosters think that science is only about ideas, rather than communities of practice. 

               
               This view also places science as the source for solutions to social and political problems (and, moreover, computer science,
                  as the field developing the problem-solving AI, as the ultimate scientific authority43). In that context, it’s ironic and painful to find things like climate change so frequently cited, for instance by the World
                  Economic Forum,44 among the things that AI will solve for us. The climate crisis is fundamentally a collection of social problems, about building
                  political will to overcome current economic incentives and about how to allocate resources to accommodate climate refugees.
                  We can’t technology our way out of it—and neither could a hypothetical AI scientist.
               

               
               Social scientists45 Lisa Messeri and M. J. Crockett surveyed recent scientific papers across fields that referred to artificial intelligence,
                  machine learning, or large language models, and derived a taxonomy of visions of how AI might contribute to science. The tools
                  dreamt up by these scientists are imagined to be better than human scientists, in many ways: summarizing and synthesizing
                  more preceding work, answering surveys tirelessly, producing analyses based on more data and with more sophistication, and
                  performing peer reviews of the work of others dispassionately and without bias.
               

               
               Messeri and Crockett point out that, quite apart from whether any of this is possible, it is actually harmful to the process of doing science: the allure and prestige of AI raise the risk of narrowing fields of inquiry to those questions which can be approached with these tools. At the same time, the imagined tools represent the epitome of a view from nowhere,46 or the idea that one can have objective knowledge of a set of truths, uncolored by their personal experience. At this historical
                  moment where science is finally starting to grapple with the idea that the standpoint of the scientist matters, we should
                  rather build diverse communities of knowers. Western ecologists, for instance, have begun to learn something that Indigenous
                  communities have known for a very long time: to control wildfires and maintain healthy local plant and animal ecologies, humans
                  need to conduct controlled burns of forests and areas with overgrowth. The perspectives and stewardship of tribes matter deeply
                  for the management of—and our relationship to—the natural lands.47 The last thing we need is shiny tech that promises to obviate the need for the hard work of building inclusive scientific
                  communities and putting those perspectives in conversation.
               

               
               The AI-for-science view leads us to think we are exploring the full range of possibilities and that we’ve understood much
                  more deeply than we have. With systems trained on past data and practices, both shaped by far-from-inclusive viewpoints, the
                  visible possibilities are narrow indeed. This reminds us of the parable of the person who searches for her keys under the
                  streetlamp in the dead of night. When asked where she dropped her keys, she responds, “About five yards that way, but the
                  streetlamp is over here.” AI-for-science makes us think we can find our keys by limiting our view to only those sidewalks
                  illuminated by the glow of the data centers powering it.
               

               
               With each new university press release about AI and each new announcement of grant opportunities around the “potential” of AI for benefiting science, we see the AI fashion trend becoming ever more all-encompassing. One thing that can help resist the trend is keeping a clear view of what’s really driving AI-in-science: venture capital and Big Tech. The research labs in industry present themselves as doing fundamental research, aiming to produce knowledge that benefits humanity in general and giving back to the scientific community in particular. For example, the marketing copy for projects like Google DeepMind’s research on crystal materials48 is rife with allusions to the potential benefits for such important causes as better solar panels. But they actually aren’t
                  as beneficial to the scientists working in the relevant fields as the advertising copy would have it. In a paper49 written by two materials scientists, they found that a closely examined subset of Google’s new materials did not meet the
                  criteria for being useful. That work is slow and difficult. Rather than speeding up science, Google DeepMind is flooding the
                  search space with candidates of unknown promise.
               

               
               Tools like DeepMind’s may have potential for doing large-scale pattern matching, but by failing to recognize that science
                  is a fundamentally human endeavor, they are working against its collective promise, rather than for it. When the creative
                  and social work of doing and communicating science is treated as a simple input/output process that can be modeled algorithmically,
                  the people involved are dehumanized. And it’s not just the AI developers who are implicated in this dehumanization: far too
                  many senior scientists50 joke that ChatGPT works just like a research assistant, suggesting that they see the junior scholars they are supposed to
                  be mentoring as mere systems for producing partly incorrect summaries. Dehumanization, unfortunately, isn’t the only way that
                  the push for AI in science harms science.
               

               
            
            
               Damaging the Scientific Ecosystem

               Even though Galactica has been taken down and Kitano’s “AI Scientist” is far from being a real thing, the glut of synthetic media machines has meant the spillage of their outputs into the scientific ecosystem. The combination of pernicious incentives for academic publishing and for-profit scam journals looking to turn a quick buck has made scientific publishing messier and even more trash-ridden. 

               
               Despite organizations such as51 the International Conference on Machine Learning and the American Association for the Advancement of Science (publisher of
                  Science) quickly updating their policies to prohibit the inclusion of AI-generated text and images, not all publishers have taken
                  this stance. Nor have authors necessarily heeded those that exist. For example52, the journal Frontiers in Cell and Developmental Biology published a paper that featured illustrations generated with Midjourney (as disclosed in the article), including one of a
                  rat with four enormous gonads, labeled as “Testtomcels”, and a phallus that was so large it extended past the rat’s head,
                  labeled as “Dissilced”. The rat is gazing lovingly at its “dissilced”. This paper was nominally peer-reviewed, and yet still
                  published. Within twenty-four hours it became the subject of widespread mirth on the internet, and spurred well-deserved suspicion
                  of the peer review process at Frontiers. Three days later, it was retracted, with the note53 that “[t]he article does not meet the standards of editorial and scientific rigor for Frontiers in Cell and Developmental
                  Biology.”
               

               
               Some of this might be well-intentioned or relatively innocent. Scientists are under pressure to produce papers at a rapid clip, especially in computer science, and writing can be difficult, especially for scientists writing in a second language. But even the well-intentioned use cases are not without harm: when authors turn to LLMs for prose when they are in a hurry, they may not be in a position to check it for accuracy, especially if it sounds convincing and/or uses words or turns of phrase outside their own linguistic competence. This is especially true in the literature review case: authors taking that shortcut almost certainly don’t have time to check the papers being cited (which furthermore might not exist), let alone check for what they should have cited but didn’t. 

               
               And not all use cases are well-intentioned: LLMs can be used to speed up the work of paper mills, groups that produce fraudulent
                  papers (usually for a fee) for authors looking to pad out their record. In May 2024,54 the publisher Wiley announced that it was closing down nineteen journals that had been thoroughly compromised by such paper
                  mills. Oftentimes, the paper-mill papers are targeted at journals and other venues with lax peer review procedures, but synthetic
                  papers can also end up overrunning well-constructed but already extremely taxed peer review systems.
               

               
               Regardless of why they are produced, synthetic or partially synthetic scientific papers damage the scholarly information ecosystem,
                  mixing unreliable texts that no one can really vouch for in among those that, in theory, other scholars could be learning
                  from and building on. Researchers and journalists have documented this synthetic text spill by searching for accidental watermarks
                  left behind by ChatGPT, phrases like “Certainly, here is a possible introduction for your topic” and “As of my last knowledge
                  update.” 404 Media reports55 that many of the instances appear in low-quality journals (which promise absurdly short review times) and others are actually
                  papers about LLMs. Still, others come from apparently reputable journals.
               

               
               This isn’t to say that information about the distribution of words in collections of text can’t be a useful source of information
                  for some types of research. It can, provided that the source texts are purposefully curated and known, on the one hand, and
                  the information being gleaned about the LLMs is understood for what it is, on the other. An example of a successful use56 comes from Nikhil Garg and colleagues, who used LLMs trained on text collections of American English from different decades, starting in the 1910s, and observed how words related to different genders, for example, have clustered with different words over time. With this method, they track changes in gender and ethnic stereotypes in English text across the twentieth century. This research succeeds because they are treating the LLMs as exactly what they are: representations of patterns of language use in their training texts. These tools are useful to have in one’s toolkit. But it’s not a scientific revolution, nor a solution to a whole scientific field. And it certainly isn’t a reason to abandon other approaches to science and jump on the AI bandwagon. 

               
            
            
               What Problems Are We Trying to Solve?

               Science is squarely in the hype danger zone. There are reasonable uses of automation in scientific instruments (from calculators
                  on up). The success of these tools lends credence to suggestions that the glib functionality of LLMs—namely, their ability
                  to output the form of scientific text—means the tools are on their way to being scientists, or at least “assistants” to scientists.
                  Furthermore, science, like health care and education as discussed in Chapter 4, is yet another domain where we can identify
                  great needs and thus wish for easy (or flashy) technological fixes. But instead of slapping an LLM on it and calling it a
                  day, we should look into the problems and their causes in order to find ways to approach them.
               

               
               Some of the problems that AI-for-science is meant to solve can be restated as too much previous literature to dig through, too many papers for peer review systems to manage, and too few research subjects. Here, we’re probably best off looking upstream to the incentive structures that push scientists towards publishing lots of papers quickly, rather than spending more time on fewer, more thoroughly researched papers, as well as existing problems with human subjects research and why many people have a distrust of scientists. Still other problems can be summed up as the perception that science is too slow. But here we’re not convinced this is actually a problem. Rather, we contend that slower science is better science and that, in fact, we can’t meaningfully do science at all unless scientists can work in community with each other and have the time and mental space to engage with each other’s ideas. 

               
               Far from being a boon for science, the widespread use of LLMs clearly poses a range of risks. Fortunately, the things we need
                  to do to defend science against the misuse of LLMs are things that we generally need to do for better scientific practice
                  anyway. The AI hype onslaught threatens the empirical foundations of science, but they will be protected and generally strengthened
                  to the extent that we can reinforce and improve scholarly norms around data handling. At the same time, the hype wave deepens
                  the schism between science and the communities it is meant to serve, like the rift between mainstream ecologists and local
                  Indigenous communities. This rift can only be healed by institutional shifts—namely, scientists need time to have lives outside
                  of work (to be people), and institutions of science need to become more inclusive and combat patterns of exploitation.
               

               
               Furthermore, the peer review system has clearly been in need of shoring up, since well before LLMs. This will require finding
                  ways to make sure that scientists have time to dedicate to peer review, that peer-reviewed venues are able to find appropriate
                  reviewers, and that there is good transparency into peer review practices. But the peer review crisis also has close ties
                  to the further casualization and privatization of the university, including the reduction of tenure-track lines and the massive
                  increase in classes being taught by adjunct and part-time faculty. There are fewer and fewer tenure-track positions, and some
                  university systems are losing tenure status altogether, whether due to changing institutional policies or government attacks
                  on higher education.57 Faculty everywhere are being asked to do more with less, while still struggling to publish in order to get ahead. Faculty
                  who are just barely carving out time for research are unlikely to have much time to contribute to peer review.
               

               
               So long as scientists, journalists, and the public at large can’t distinguish between carefully reviewed venues and those that would just as soon publish synthetic images of rat testtomcels, the practice of science and its benefits to society will be impeded. In the same vein, we’re going to need journalists to refrain from covering non-peer-reviewed preprints, especially those dropped by Big Tech as marketing in the guise of science. Unfortunately, journalists have their own rat gonads to deal with. 

               
            
         
         
            Reporting Live from Inside the LLM

            In late 2023, Futurism journalist58 Maggie Harrison Dupré noticed something off about certain product reviews placed on the Sports Illustrated website. Several of the purported authors of the reviews placed in the once-illustrious sports magazine had plausible-sounding
               names but had no other online presence. Moreover, a reverse image search for their profile pictures showed that they appeared
               on a website selling images of AI-generated portraits. The content of the product reviews also sounded bizarre; one for a
               volleyball states that the sport “can be a little tricky to get into, especially without an actual ball to practice with.”
               After Dupré reached out to the publisher, the Arena Group, these authors were removed from the site without explanation, and
               a spokesperson from the company said they licensed content from a company called AdVon Commerce. Meanwhile, AdVon told Arena
               Group that all the articles “were written and edited by humans.” After the publication of Dupré’s article, Arena Group cut
               ties with AdVon Commerce and fired its own CEO. But that wasn’t enough to undo the gaffe and Arena lost the license to publish
               under the Sports Illustrated brand altogether.
            

            
            Dupré’s investigative reporting59 on AdVon Commerce wasn’t limited to fishy reviews in SI, but also went deeper to how they were producing those reviews and how common they were in practice. AdVon relied on incredibly poorly paid contractors in the Majority World tasked with correcting synthetic text for product reviews to be used for a whole slew of media outlets. They boasted that they served major publishers like Dotdash Meredith, publisher of popular magazines like People, Food & Wine, and Better Homes & Gardens. The Futurism investigation also found their shoddy ad copy in USA Today and the Los Angeles Times. AdVon promised a turnkey solution to drive up traffic to these sites; given a popular consumer search phrase like “best
               bicycles for kids”, their content management system would extrude text and links to the corresponding Amazon product page—of
               course, with the requisite affiliate kickback for the publication.
            

            
            AdVon Commerce may be one of the largest companies to run an operation like this, but it surely isn’t the only one. Their
               story is an encapsulation of how people and companies seeking profit by churning out suspect media are ruining journalism
               (and the web, more broadly) by flooding search results with AI-generated trash, by supplanting real journalism with fake authors,
               and by directing even more of the energy away from real journalism towards cheap SEO gimmicks to shore up declining advertising
               revenues for legacy publications.
            

            
            Part of this story also affects us personally. In February 2024, Emily was surprised to find herself quoted in Bihar Prabha,60 an online publication that states that it is a “gateway to the authentic Bihar” (a populous state in eastern India). She is quoted as saying, “The release of Blender Bot 3 [a chatbot created by Meta] demonstrates that Meta continues to struggle with addressing biases and misinformation within its AI models.” The quote sounded like something someone else might have thought she’d say, but it definitely wasn’t anything she’s said, nor did she have any record of talking to the journalist or anyone else at Bihar Prabha. Emily wrote to the editor of the publication pointing out that the quote was fabricated and asking for a retraction. She was shocked to get a quick reply from the editor saying, “Actually, we had prompted Gemini AI to create a story about Blenderbot 3’s latest blunder and it created this article misquoting you. Maybe Blenderbot and Gemini are not so different:)” Though the editor did remove the quote and print a correction flagging the removal, the article was not identified as synthetic online, just in that private email.
            

            
            The drive to adopt AI is, of course, part of a much longer story about the decline of quality journalism across the world,
               driven by the dramatic reduction of advertising revenues, the consolidation of media companies, and the loss of trust in media
               as an institution. The introduction of online advertising61—first with Craigslist and eBay in the mid-1990s, and later with the advent of adtech brokers, chiefly Facebook and Google,
               in the 2000s—decimated the revenues that newspapers could extract from advertisers. Google and Facebook have since realized62 how their business models have undermined journalism and both started divisions to create products to aid journalists. But
               in the best light, it’s too little, too late, as the investments that Big Tech has put back into the news industry are not
               serious propositions to aid journalism but fluff projects which only serve to further their marketing. In the worst case,
               they are actively exacerbating the problem by generating more synthetic text and image garbage that goes right back into the
               news ecosystem.
            

            
            The loss of revenue has hit local news outlets especially hard, bringing local journalism to and past the point of crisis.
               According to a report63 by the School of Media and Journalism at the University of North Carolina at Chapel Hill, since 2004 more than one in five newspapers in the United States have closed. Almost two hundred U.S. counties have no local newspaper at all, and half have only one newspaper. Many of the remaining newspapers are shells of their former selves, employing dramatically fewer journalists, publishing at a reduced frequency, or pivoting from covering local government and affairs towards lifestyle content or coupon mailers. The report estimates the number of working journalists has nearly halved, from 71,640 in 2004, down to 39,210 in 2017, according to the Bureau of Labor Statistics. Moreover, media consolidation is at an all-time high, as venerable local institutions are merging or being shuttered altogether. A few major media conglomerates, such as Gannett and Tronc/Tribune Publishing, or hedge funds and private equity firms64 like Alden Capital (dubbed the “destroyer of newspapers” by media observers), control hundreds of publications. This has
               meant a marked decline in quality and attention to local issues, issues that matter for democracy and holding power brokers
               to account.
            

            
            The lack of advertising revenue hasn’t just hollowed out journalism, but also spurred on the proliferation of online content
               mills. Content mills look like news websites but prioritize getting clicks from Google Search, rather than having readers
               comprehending and actively engaging with news content. For every CNN still practicing journalism, there are many more sites
               that are parked on URLs once occupied by valuable news organizations. The story of Deadspin is instructive here. Deadspin,
               part of the Gawker media network, was once a well-regarded sports journalism news outlet, known for publishing not only sports
               coverage, but also important cultural and economic analysis about the political economy of the journalism industry. After
               a costly lawsuit against Gawker financed by venture capitalist and Silicon Valley darling Peter Thiel put the organization
               out of business, they were purchased by several intermediaries and finally emerged as G/O Media Inc., a subsidiary of the
               private equity firm Great Hills Partners. G/O Media laid off all of Deadspin’s journalists65 and sold the company to Lineup Publishing, a shady outfit that is now wringing the remaining value out of the Deadspin name
               through sports gambling referrals. They now publish nearly only syndicated content, rather than producing their own in-house.
            

            
            It is in this environment that both legacy and digital-first newsrooms are turning to AI tools. In an internal meeting with staff in May 202466, Washington Post CEO Will Lewis said the paper lost $77 million in the past year and saw a 50 percent drop in audience since 2020. He and
               Chief Tech Officer Vineet Khosla—formerly a senior engineering manager at Uber—said that they will have “AI everywhere in
               the newsroom.” At best, owners and executives see text synthesis machines as an effective cost-cutting measure which will
               aid the work of actual journalism. This line of thinking, they would have us believe, frees up journalists for the work of
               “shoe leather” journalism—following leads, contacting power brokers, and interviewing those who have been harmed by those
               in charge. But journalist Karen Hao tells us67 that the more routine stories are, in fact, necessary work for building up the trust and relationships that allow journalists
               to get to the harder-hitting investigative pieces. At worst, media execs are leveraging the power of high-profile legacy and
               digital-first brands for clicks and forcing low-paid ghostwriters to fix the SEO-optimized crud that AI tools churn out for
               cheap advertising dollars that will be indexed on the first page of Google Search results.
            

            
            Automation in the newsroom68 has taken different guises over the past thirty years, starting with the production of news stories where the prose was largely
               the same from story to story, with different numbers plugged in. This has become especially true for financial news services
               like Bloomberg. These reports fill in sentence templates Mad Libs–style to make tables of data human-readable (e.g., in the
               sentence “AICompany (NYSE: AICOM) released its Q4 earnings report on Monday and exceeded analyst expectations by 1.9%,” all the emphasized text can be replaced from a structured data table). The same automation has been brought to sports and weather reporting. Optimists of this approach have suggested that this takes work off the plate for journalists, freeing them up from rote activities and allowing them to do more in-depth reporting. The stories might be repetitive to read and lack flair, but the method for producing them leaves little room for error, at least in the writing of prose. 

            
            However, in the current generative AI rush, many editors and publishers are moving towards content extruded from LLMs, either
               published with a light editorial hand or corrected via low-paid ghostwriters, typically in the Majority World. The AdVon Commerce
               approach is unfortunately becoming more common. CNET, a tech media news site known for its product reviews, was found to be
               quietly69 using AI tools to generate low-effort product reviews, and technology and personal finance explainers. The articles did not
               have a traditional byline but only read “CNET Money Staff”; it wasn’t until readers clicked through that they found that these
               articles were being generated through automation. Other journalists, including former CNET staff, were outraged, and after
               being probed by Futurism, the site added a small disclosure that the content had been “generated using automation technology.”
               As expected, these explainers contain flat-out falsehoods, such as screwing up the explanation of compound interest and other
               financial instruments like certificates of deposit.
            

            
            Futurism caught BuzzFeed in the same act. After the shuttering of their Pulitzer-winning news division70, BuzzFeed started producing71 SEO-driven travel guides with titles like “Now, I know what you’re thinking. Puerto Rico? Isn’t that where all the cruise
               ships go?” and tired tropes about travel, like how Carmel-by-the-Sea is a “hidden gem” of California. Whereas BuzzFeed, to
               our knowledge, has mostly produced bland (although sometimes odd) page filler, other sites have produced cringe-inducing howlers,
               such as when Microsoft published an article on their MSN news site (with the byline “Microsoft travel”) promoting the Ottawa
               Food Bank72 as a tourist destination, bizarrely adding, “Life is already difficult enough. Consider going into it on an empty stomach.”
            

            
            Unfortunately, CNET and BuzzFeed, digital-first organizations, are not outliers here. Media conglomerate Gannett was caught73 automating the production of high school football game reporting across legacy newspapers from Arizona to Wisconsin, with repetitive phrasing like “high school football action”, and more blatant template errors like “The Worthington Christian [[WINNING_TEAM_MASCOT]] defeated the Westerville North [[LOSING_TEAM_MASCOT]] 2–1 in an Ohio boys soccer game on Saturday.” A tool called LedeAI was used to generate these articles. From the outside, it looks as though this tool uses simple templates, rather than LLMs, to write content. Their CEO subsequently apologized, stating that the content “included some errors,” but that “content automation is part of the future of local newsrooms” and that their service “frees reporters and editors to do real journalism that drives impact in the communities they serve.” But if that were true, we’d see support for reporters and editors. Instead, Gannett laid off half of its staff74 since a merger with GateHouse Media. We are afraid there will be increasing media consolidation leading to the growth of
               megacorporations like Gannett. As they are bought up by private equity, these organizations reduce staff and undercut vibrant
               local and national reporting, instead choosing to maintain ghost newspapers and forcing remaining skeleton newsrooms to keep
               producing content.
            

            
            Text extruding machines are being used to offer the veneer of local interest, except without anyone at the helm to actually
               show interest. High school sports aren’t exactly the most pressing news of the day, but if some amount of local news is being
               ceded to automation, what else will be farmed out to these systems, especially as Gannett and other conglomerates slash the
               number of journalists in their newsrooms? Formulaic, synthetic stories won’t do the work of holding local government leaders
               to account, nor of building the relationships with communities that support in-depth journalism. The remaining journalists
               won’t have time to build those relationships, to read through city council minutes, to interrogate local budgets, or to file
               public records requests on questionable government procurement and expenditures.
            

            
            Google is aware of their responsibility for depriving the news ecosystem of its major source of advertising revenue, and has been experimenting with ways to support existing organizations. However, like many of the efforts put forward by Big Tech, many of their proposals will further entrench AI in the ecosystem, not lessen it. An investigation by 404 Media75 found that Google News is boosting ripped off content, slightly altered with LLM outputs, from other sites. Google has responded
               that they have no problem boosting these articles, stating, “Our focus when ranking content is on the quality of the content,
               rather than how it was produced.” In other words: AI-generated content is A-okay for creating the news.
            

            
            Their own product development has shown that they’re willing to be the providers of AI-generated news content as well. Google
               pitched a tool, internally called “Genesis”,76 to media executives at the New York Times, Washington Post, and Wall Street Journal, that ostensibly could take details of current events and produce a news article. In another push, the Google News Initiative
               launched77 a program for smaller publishers in which they were expected to use a suite of unspecified AI tools—notably, without any
               public evaluation, by academics or otherwise, of their functionality or suitability—for the generation of news content. As
               part of this agreement, reports Adweek, the publishers would receive a five-figure annual stipend but must produce three articles per day, one newsletter per week,
               and one marketing campaign per month using the tools. That’s an incredibly high amount of content, and it effectively turns
               the publishers who take on these agreements into content mills. Even more shocking, according to the report, the tools were
               set up to aggregate reporting by other local news outlets and then extrude lightly rewritten versions of the same.
            

            
            It’s unlikely that Google, one of the harbingers of the newspaper industry’s destruction, will be its savior. Meanwhile, pressures to become more lean from newspapers’ private equity investors and owners have driven them to pivot to generative AI, which looks awfully like other “magic bullet” pivots, like the industry’s pivot to video.78 During the mid-2010s, news outlets responded to Facebook and Mark Zuckerberg’s inflated claims that the platform would be
               prioritizing video content by laying off journalists and hiring video producers. When the promised ad revenue didn’t arrive,
               they laid off even more journalists for lack of funding. The pivot to video didn’t pan out, and neither will the pivot to
               AI.79 There needs to be bigger moves by the institutions of journalism to stay afloat, ones that don’t look to technology for quick-fix
               solutions.
            

            
            Alternative organizational models may be a way forward for journalism. One strategy has been to get the profit motive out
               of the newsroom altogether, which can help stave off the market pressures to churn out constant content with AI to fulfill
               SEO goals and turn a profit for private equity owners. The nonprofit ProPublica has partnered80 with newspapers in dozens of cities with their Local Reporting Network initiative and is committed to placing reporters in
               every state in the U.S. This initiative has already borne fruit with excellent reporting recognized with one Pulitzer and
               several finalists. In another testament to the power of nonprofit journalism, ProPublica itself was awarded81 with journalism’s highest honor for public service in 2024 for reporting on the influence of billionaire gift-giving on U.S.
               Supreme Court justices. Other nonprofits82, like the Invisible Institute, have also emerged and been rightfully recognized for their excellent reporting on racial inequality,
               gender-based violence, and police misconduct. Nonprofits are not a magic bullet83, however, since they are often beholden to the whims of philanthropists, and have their own problems, especially when they
               begin to cover issues that might upset their donors. Most of these institutions have statements of editorial independence,
               but that does not prevent a donor from pulling the plug if they happen to start snooping too closely.
            

            
            Other funding models have emerged, especially for online news sites that are journalist owned and operated. Returning to the story84 of Deadspin: when the owner of G/O Media told the staff in 2020 that they needed to “stick to sports” and fired the editor-in-chief,
               all writers at the site quit en masse. Later that year85, they formed their own site with nineteen employees, appropriately called Defector Media, that would be owned by the employees
               and funded through subscriptions. By the end of 202086, the company reported that they had 34,000 subscribers.
            

            
            What does Defector think of the pivot to generative AI? In a brilliant bit of cheeky, irreverent satire87, they lay bare the absurdity of it: editor Lauren Theisen announced in mid-2024—shortly after the Washington Post CEO Will Lewis’s own announcement—that they were “promoting” Devin the Mixed-Reality Dugong (a poorly drawn marine mammal
               on a single sheet of printer paper) from Chief Metaverse Officer (a reference to Meta’s short-lived virtual reality world)
               to Chief AI/Metaverse Officer. Theisen proudly proclaims that Devin “stores and analyzes the personal data of every person
               that has ever accessed the internet . . . and, using its advanced intellect . . . write[s] the exact blog that it knows each
               particular reader wants to see.”
            

            
            404 Media is another publication that adopted the subscription-based model, this time with a focus on technology and AI itself.
               A much smaller operation88 at four full-time journalists, they formed the site in 2023 after departing from Motherboard, Vice Media’s tech division.
               Vice Media filed for bankruptcy89 earlier that year because it couldn’t service the debt it owned to Fortress Investment Group and Soros Fund Management, two
               private equity firms who now own the media company. Emanuel Maiberg, one of the founders of 404 Media, said the site would
               be a “website by humans for humans about technology.” Accordingly, we find that it is one of the best for all-around coverage
               of AI. Jason Koebler, another one of the founders, stated that the site decided not to take venture capital funding from the
               start.
            

            
            In a word, the introduction of AI into journalism follows the contours of other cheap technological fixes. The industry is still suffering from the inability to capitalize on digital advertising, and private equity and hedge funds are still stripping newspapers and digital-first publications for parts. Alternative institutions are needed for journalism to thrive, especially as those peddling AI threaten to use it to muck up the information ecosystem. It’s been a resounding “no” from those creating those alternative institutions on whether AI should be part of their futures. 

            
         
         
            Creativity Remains Distinctly Human—and Key

            We’re writing about the seemingly disparate fields of art, science, and journalism in the same chapter because creativity
               is at the heart of all of these fields. These fields are often the targets for those seeking to prove the “intelligence” of
               their AI systems. But synthetic artifacts that look like the products of these fields aren’t evidence of creativity of the
               machines. To the extent that there is any value at all, it is due to the creativity of the human workers who produced the
               original art, science, or journalism that was appropriated as training data.
            

            
            Meanwhile, both the creation and output of these systems is damaging—to individual creators, science, and reporters, and to
               the larger ecosystems in which they are enmeshed. Today’s synthetic media extruding machines are all based on data theft and
               labor exploitation, and enable some of the worst, most perverse incentives of each of these attendant fields. The use of these
               systems does further damage socially: displacing working artists and journalists, warping the practice of science, and polluting
               the information ecosystem. And their existence undermines the position and value of craft across these endeavors.
            

            
            The relentless sales of these systems, despite all the costs, says something about the way AI hype people see art, writing, and knowledge. If text and image synthesis tools can write or draw something that is both plausible-seeming and would be technically difficult for people, that passes for creativity. But these tools do not speak to the human condition, nor do they have the ability to do science that can lead to novel, field-defining discoveries. And they surely do not have the ability to do the hard work of journalists, who often are the only ones who take on the relational labor of investigating and reporting on local issues to hold power holders to account. 

            
            All of these require a human mind and cultivation. One path forward is to recognize that fact, value the work of people in
               these fields, and support them. But AI boosters would rather believe that they can build artificial minds to do this kind
               of work. And some of them get so lost in that fantasy that they further imagine their creations will become all powerful,
               go off the rails, and doom us all.
            

            
         
         
      
   
      
      
      
         
            Chapter 6
I’m Sorry, Dave, I’m Afraid I Can’t Do That: AI Doomers, AI Boosters, and Why None of That Makes Sense

         
         We now return1 to where we started: the Russell Senate Office Building in late 2023, where Senator Chuck Schumer asked each member of this
            Insight Forum, the eighth in the series, what their p(doom) (or probability of doom) was. Although there were a number of people who addressed real threats from automation in attendance—including
            those from policy think tanks like Data & Society and labor advocates from the AFL-CIO, the U.S.’s major labor federation—those
            who believe that AI represents a serious existential threat to the human race were a strong presence in the room.
         

         
         Schumer’s forums were closed to the press, so we don’t have everyone’s precise numerical estimates (if they deigned to give such an estimation credibility), but the attendees’ public opening statements2 can give us an idea of where their estimates would lie. Jared Kaplan, cofounder of the AI company Anthropic, and Aleksander
            Mądry, head of preparedness at OpenAI, both spoke about “catastrophic risks”—situations in which a model could grow a mind
            of its own and result in a doomsday scenario—and the ways in which their companies were addressing them. Meanwhile, Yoshua
            Bengio, professor of computer science at the University of Montreal, and Malo Bourgon, CEO of an organization called the Machine
            Intelligence Research Institute, both elaborated on how such a scenario may play out. Bengio stated that “there are many reasons
            AI could end up with undesirable goals. Each of them may put the system in conflict with humanity and give the system a reason
            to preserve itself despite human attempts to intervene.” Bourgon, meanwhile, was very alarmist indeed:
         

         
         
            [T]he most likely outcome of developing smarter-than-human AI prior to solving alignment is human extinction. Present-day
               AI systems do not pose an existential threat, but there is a significant chance that systems in the near future will, as they
               become capable of performing increasingly complex multi-step tasks without humans in the loop.
            

         

         While some of those at this forum spoke of myriad benefits of AI (and surely are profiting financially themselves from selling the idea that these systems are powerful), others spoke about imagined technologies in a manner that seemed to honestly stem from existential fears. We’d call the former Boosters, while the others we call Doomers. These groups are, counterintuitively, two sides of the same coin: the substance of the coin is the belief that the development of AI is inevitable and that that resulting technology will be both autonomous and powerful, and ultimately beneficial, if we play our cards right. It’s only the faces of the coin that differ. One shows a utopian world of abundance, the other a dystopian hellscape. Neither depicts the real harms of actually existing automation, at best dismissing them as less important than the imaginary existential threats. 

         
         Should you be scared of an autonomous AI agent? No. But you should be wary of the alarming ideologies behind both AI Doomerism
            and Boosterism. Doomerism/Boosterism serves to obscure, rather than illuminate, what’s at stake when it comes to the current
            AI boom. Moreover, these technologies are accelerating the real existential threat of human-made climate change, cutting into our already too-thin margin of time to
            mitigate it.
         

         
         
            Okay, Doomer

            AI Doomerism is the belief that, at some point, we will build an AI system powerful enough that it results in a mass extinction
               event. In one scenario, machines become “sentient” enough to have their own preferences and interests, which are markedly
               different from those of humanity. This is a common trope in science fiction: recall the machine intelligence Agent Smith in
               The Matrix, who tells an imprisoned human leader Morpheus that machines are the next stage in evolution on the planet, and therefore
               humans must be exterminated. The Doomers make this scenario feel more immediate by imagining that we’ve given machines the
               power to, say, run electrical grids and critical infrastructure (or more dramatically, nuclear weaponry and other military
               systems). Or maybe the artificial intelligence is able to manipulate people with language and trick humans into granting control
               over critical systems. For this reason, Doomers are very concerned with the speed in development of LLMs, mistaking their
               capacity to mimic human language for effective use of language.
            

            
            Another scenario turns on the idea that we have developed a machine without the proper safeguards, and it has learned all the wrong lessons. The classic parable from within the AI doom literature is Nick Bostrom’s paper clip maximizer:3 a machine optimized to churn out paper clips has gone rogue and will stop at nothing to create paper clips—including killing
               all of humanity. We also see this kind of “misalignment” in science fiction, although less often. The HAL 9000 robot in 2001: A Space Odyssey kills the crew because their presence would jeopardize the mission of reaching an alien monolith located on Jupiter. In this
               case, the AI system is just too good at its job and will stop at nothing to realize that goal.
            

            
            Both of these scenarios have a boatload of tech boosters, AI Doomers, and, unfortunately, some political leaders worried.
               In March 2023, an organization called the Future of Life Institute released a letter4 asking all major AI labs to “pause” the training of AI systems more “powerful” than OpenAI’s GPT-4 for at least six months.
               The letter asks:
            

            
            
               Should we develop nonhuman minds that might eventually outnumber, outsmart, obsolete and replace us? Should we risk loss of control of our civilization? Such decisions must not be delegated to unelected tech leaders. Powerful AI systems should be developed only once we are confident that their effects will be positive and their risks will be manageable.

            

            The open letter boasts over thirty thousand signatories, including many prominent people we’ve met already in this book: business
               leaders like Elon Musk and Emad Mostaque (CEO of Stability AI), AI researchers Yoshua Bengio and Stuart Russell, and tech
               entrepreneur-cum-former presidential candidate Andrew Yang.
            

            
            Keeping the alarmist momentum going, two months later an organization called the Center for AI Safety published a twenty-two-word
               statement,5 signed by hundreds of AI researchers, as well as tech celebrities like Sam Altman and Bill Gates: “Mitigating the risk of extinction from AI should be a global priority alongside other societal-scale risks such as pandemics and nuclear war.” 

            
            These statements are all related to a set of end-of-times tech visions that have different monikers: “p(doom)”, “existential
               risk” (or “x-risk”), or, more recently, “critical harm”6 (as proposed in California legislation by friend-of-the-tech-industry state senator Scott Wiener). All of them see AI development
               as something that helps humanity in general but fret that, after reaching some tipping point—measured in “capabilities”, the
               amount of computing power needed to train a particular model, or the size of a model—the system can turn on its human handlers
               and overwhelm them.
            

            
            Strangely enough, despite these visions, nearly all AI Doomers think that AI development is a net good. Many of them have
               built their careers off the theorization, testing, development, and deployment of AI systems. They have markedly not complained about the ways in which the business practices around AI have accrued financial, social, and political power to
               a very select few. They are mostly men. They are almost universally white and Western. With so many signatories on these letters,
               it is likely that the crowd includes people who believe in this vision religiously as well as people with financial and/or
               social incentives for signing. But for some of them, it’s not really about trying to save humanity, but rather a running of
               the con: the supposed danger of the systems is a splashy way to hype their power, with the goal of scoring big investments
               in their own AI ventures (like Musk and Altman) or funding for their own research centers (like Bourgon).
            

            
            From the Doomer/Booster point of view, then, it is of critical importance to work out how to make sure that the supposed coming
               AI overlords are “aligned” with humanity’s goals. This has spawned what can generously be called a field of research, one
               that publishes many papers as preprints (without peer review) and manages to frequently grab headlines with them.
            

            
            
               AI Safety and Alignment

               This Doomer/Booster research field is called “AI safety”. Despite the name, this work does not come out of systems safety
                  engineering7—which is a real field, with first principles, requirements, and engineering specifications—but instead from a truncated and
                  misunderstood application of those ideas. AI safety is concerned with the fantasy of a runaway AI system resulting in a mass
                  casualty event. There is no reason to believe any such event is remotely likely to occur. But that hasn’t prevented the proliferation
                  of research centers with names like the “Center for AI Safety” at the University of California, Berkeley and the “Centre for
                  the Study of Existential Risk” at the University of Cambridge, all generously funded by wealthy AI Doomers.
               

               
               Closely related to the Doomer idea of making sentient AI “safe” is a peculiar idea called “alignment”. As the Doomer notion
                  of risk is rooted in fantasies about sentient AIs going rogue, rather than anything people might do with automation, a primary
                  focus of AI safety research is based on the idea that the solution is to design AI systems where are “aligned” with “human
                  values”. A popular formulation, from a book authored by commentator Brian Christian, has named this the “alignment problem”8: “how to ensure that these models capture our norms and values, understand what we mean or intend, and, above all, do what
                  we want.”
               

               
               The alignment problem is considered the crown jewel in a panoply of problems for those involved in AI safety research. Those
                  who engage in this work portray it as virtuous, in contrast to seeking AI development solely for profit’s sake. Alignment
                  is supposedly about having some faith in humanity and directing our energies such that AI will be beneficial for everybody.
                  In mid-2023, OpenAI loudly advertised9 that they would be working on a “superintelligence,” a superhumanly smart entity that could “lead to the disempowerment of humanity or even human extinction.” To control this big brain, they announced they were putting together a “superalignment” team. Their bright idea was to build an “automated alignment researcher” that could do more research and bring this superintelligence to heel. (It’s worth noting that OpenAI disbanded10 this team less than a year later, as its leads resigned from the company. One of them, Ilya Sutskever, formed his own,11 called Safe Superintelligence Inc.)
               

               
               Embedded in the idea of alignment is a premise with which we fundamentally disagree: that AI development is inevitable. We
                  take umbrage with this on multiple grounds. For one thing, what is currently being developed as “AI” does not work, nor is
                  it helpful, for an overwhelmingly large portion of people living on the earth today, especially people in the Majority World.
                  Furthermore, as we’ve said elsewhere, there is no clear, precise definition of AI. Nor is there any solid evidence that the
                  work of AI research now (or of the past seventy years) is on a path towards that undefined destination. Lastly, the development
                  of mass automation tools is not socially desirable. If you’ve gotten this far in this book, you’ve seen how these technologies
                  serve as a means of centralizing power, amassing data, and generating profit, rather than providing technology that is socially
                  beneficial. In other words, this is a choice, one being made by powerful interests, but one that the rest of us do not have
                  to go along with. Thus we reject this inevitability out of hand.
               

               
               There are a lot more problems with the idea of alignment. First off, how do they define human values? The Asilomar AI Principles,12 developed at a convening by the Future of Life Institute in 2017, include one that reads, “AI systems should be designed and operated so as to be compatible with ideals of human dignity, rights, freedoms, and cultural diversity.” But “rights” and “freedoms” differ from culture to culture, from group to group, and from person to person. Human values are also not static across time, nor are all groups granted the same dignities in the light of the law and human judgment. This isn’t to say that there are not rights that ought to be guaranteed to all people across time and place. The horrors of World War II and the Holocaust planted the seeds of the United Nations and the Universal Declaration of Human Rights. But such a universal declaration13 was not established after the abolition of the transatlantic slave trade and the mass violence that it involved. Nor have
                  institutions that were intended to prevent such violence seriously addressed Western wars of aggression towards states in
                  the Majority World. For instance, in 2002, after 9/11, the U.S. passed14 the “American Servicemembers Protection Act”, also known as the Hague Invasion Act, which authorizes the use of military
                  force to liberate an American citizen from the International Criminal Court in The Hague, Netherlands, if they are held in
                  that court’s custody. In light of this, we ask whose understanding of “human values” would be encoded in a hypothetically
                  aligned AI system, and why should the rest of the world just have to accept it?
               

               
               Although they claim to be working in the best interests of humanity at large, those working in alignment summarily ignore
                  the violence of the current moment, of the “doom” that has befallen large swaths of people under the guise of “AI” and progress.
                  We’ve already discussed the violence of AI-driven warfare that has expanded the scope of acceptable targets to Palestinian
                  civilians and the mass surveillance dragnet being mobilized against Black and brown people worldwide. Further violence is
                  being done with automated tools15 used in refugee resettlement and at militarized borders. Tools sold with outlandish claims to functionality, such as detecting
                  whether someone is lying to an immigration official or identifying countries of origin based on DNA, are routinely tested
                  and deployed on African migrants fleeing war, famine, and genocide. Even away from any border, within the U.S., automated
                  systems tear apart16 Black and Indigenous families by flagging these families for family separation—forcible removal of kids into the “care” of
                  the state—at a much higher rate than white families.
               

               
               When AI Doomers warn against existential risk, what they really mean is “existential risk for well-off, white, Western, and able-bodied people who are insulated from becoming climate refugees.” There are people who are—right now—experiencing awful conditions, losing access to rights and freedoms due to war, famine, and drought. We don’t need to construct a thought experiment like the paper clip maximizer to think of conditions which no human should be subject to, nor to start working on ameliorating them. 

               
            
            
               Can’t We All Just Get Along?

               Some have argued17 that people working on AI safety and those working on issues of concrete harms of AI systems are after the same goals, and
                  that AI safety subsumes the concerns of the latter. For instance, at the United Kingdom’s AI Safety Summit in late 2023, then–U.S.
                  vice president Kamala Harris18 made a connection between these two fields in a bid to accommodate the AI Doomers, as well as those of us working on issues
                  of concrete harm: “[We should] consider and address the full spectrum of AI risk threats to humanity as a whole as well as
                  threats to individuals, communities, to our institutions, and to our most vulnerable populations.” This rhetorical move asks
                  us, the people working on the immediate harms to those in the here and now, to build bridges to those working on AI safety.
               

               
               To this we say: no.19 The two fields start from different premises. Those working on current harms start from the position of civil and human rights,
                  and are concerned with questions of racial and economic equity, freedom of movement across borders, personal safety from state
                  violence, and rights to health and education, among others.
               

               
               Those working on AI safety start from a place of a concern about fake scenarios, with a focus on a set of technologies that has proved only adept at predicting words from other words. Onto these outputs, they project intentions and invent scary entities those intentions might belong to. They often spotlight the computational power of AI technologies as the thing that needs to be put in check, and hypothetical harms rather than actually existing ones. Moreover, they have set up separate funding networks, flush with money from tech billionaires who see the development of AI as a boon to tech capital and power. They have separate academic research networks and citation networks,20 which largely do not cite work by those concerned with current, actual harms.
               

               
               There’s something perverse in the call for those concerned with social justice to subsume their goals and research under the
                  umbrella of AI safety. This reminds us of the idea of color-blind racism21—when people in power don’t talk about race, they end up reinforcing racism and white supremacy precisely because they don’t
                  talk about how existing institutions are harmful for people of color and need to be reformed or abolished. The people working
                  on AI safety, predominantly white men in the United States, Canada, and the United Kingdom, claim to be safeguarding “everyone”,
                  and that therefore their concerns are more existential (and more important) than those raised by people focused on racial
                  and economic equity. Trying to “join forces” in such a context would mean constantly having to fight for the very validity
                  of the issues we are trying to address, draining time and resources from actually addressing them.
               

               
               However, we’ve seen that even the tepid declarations of “AI safety” have upset a set of powerful investors in AI, so much
                  so they have decided to create their own “movement” of AI Boosters. The Doomers and the Boosters frequently behave as if between
                  them they map out the full range of possible positions on AI, but these two camps share a good deal in common.
               

               
            
         
         
            Scratch a Doomer and Find a Booster

            In October 2023, Marc Andreessen released22 a “Techno-Optimist Manifesto”, which outlined an explicitly “anti-safety” vision. We mentioned this screed in Chapter 2 because it describes, among many things, natalist fantasies that suggest people in “developed societies” (which we read as a dog whistle for “white people”) need to be breeding more, and proclaimed that the enemy of progress was “deceleration, de-growth, depopulation.” He warns his readers to guard against a whole slew of different bogeymen, including not only “existential risk” but also “sustainability” (as if climate were not a major concern), “trust and safety” (the organization within tech companies generally trusted with removing fraud, scams, nonconsensual pornography, child sexual abuse material, gore and violence, and other awful content), and “tech ethics” (we like to think that we’re included in this category). These are topics and communities of practice that have minimal overlap and no overriding theme. The incoherence of the writing conveys the incoherence of the position. 

            
            Andreessen calls this orientation “accelerationism”23, “the conscious and deliberate propulsion of technological development” in order to grow the population and expand businesses,
               cities, and man-made development more generally. The accelerationist fantasy has a particularly libertarian bent: it sees
               unfettered markets as the means to generate unlimited energy and solutions to social problems. And it sees AI as a central
               part of this equation. The screed is written as a series of we statements. The accelerationists deify AI and also see themselves as gods for having created a new artificial life-form:
            

            
            
               We believe Artificial Intelligence is our alchemy, our Philosopher’s Stone—we are literally making sand think.

            

            This imagined technology is an everything machine, a universal technical fix for social problems.

            
            
               We believe Artificial Intelligence is best thought of as a universal problem solver. And we have a lot of problems to solve.

               We believe Artificial Intelligence can save lives—if we let it. Medicine, among many other fields, is in the stone age compared to what we can achieve with joined human and machine intelligence working on new cures. There are scores of common causes of death that can be fixed with AI, from car crashes to pandemics to wartime friendly fire. 

               We believe any deceleration of AI will cost lives. Deaths that were preventable by the AI that was prevented from existing
                  is a form of murder.
               

            

            Stark words, indeed, and ones that have found purchase in many of the wealthiest corners of the tech industry. Andreessen
               himself is a wealthy venture capitalist, but he’s not the only tech baron on board with these ideas. Garry Tan24, president of the influential startup accelerator Y Combinator, has signaled his support for this “movement”. In brief, they
               think that AI is an unmitigated good, and that nothing—not regulation, not artists, not even the AI safety people—should get
               in their way of developing it as they see fit. It’s also worth mentioning that Tan has been aggressively active in San Francisco
               politics, ruthlessly opposing policies that might address the city’s homelessness epidemic in favor of those that would criminalize
               being unhoused, all while drunkenly tweeting death threats25 to sitting San Francisco politicians.
            

            
            As a counter to a small sect of Doomers and AI safety people known as “effective altruists” (which we’ll discuss below), Tan
               and Andreessen identify with a group calling themselves “effective accelerationists”, proudly placing “e/acc” in their X/Twitter
               profile names. People who have applied this label on X/Twitter (as of writing) include Martin Shkreli—the pharmacy exec who
               jacked up the price26 of a toxoplasmosis drug (from $18 to $750 per pill) and did a stint in federal prison27 for securities fraud—and, we’re sad to say, Oakland’s own favorite rapper with parachute pants, MC Hammer. Please, Hammer, don’t hurt ’em. But this is honestly old wine in a new wineskin: a true belief that rampant capitalism is the solution to society’s ills, a new picture frame around the California Ideology’s28 social liberalism with unfettered markets.
            

            
            Doomerism and Boosterism are supposedly diametrically opposed camps, but both see AI as inevitable and desirable. Take, for
               example, the words of Doomer Eliezer Yudkowsky, a self-styled “AI researcher” who founded the Machine Intelligence Research
               Institute and is very influential in Doomer circles. In a Time magazine op-ed29, Yudkowsky writes that he did not sign the six-month moratorium letter because he said it is “asking for too little” and
               it would be like “the 11th century trying to fight the 21st century” if humans were ever asked to defend themselves against
               an AI system that had turned against humanity. He suggests that we need to track all large server farms in which AI systems
               are trained, and if needed, “destroy a rogue datacenter in an airstrike.” This vision is just as committed to the power and
               feasibility of sentient and autonomous AI systems as Andreessen’s but anticipates a dark turn.
            

            
            Meanwhile, many Doomers/Boosters are busy at tech companies working on projects which have ill-defined goals but are sold
               as projects meant to serve humanity. For instance, Ray Kurzweil, a famous computer scientist who is known for, among other
               things, the idea that humans will merge with computers, was personally hired on at Google by its cofounder Larry Page30. He suggests31 that we need to “make the AI systems safe and aligned with humanity’s wellbeing” and describes the AI tools he works on as being “inherently dual-use,” meaning that they can be used both for positive and destructive means. But these projects aren’t about using machine learning to solve specific problems, nor about creating specific, testable tools. Rather, they fashion themselves as building benevolent, “aligned” machine consciousness. And who better to guarantee that the consciousness being built is “safe” for everyone involved than the folks working at OpenAI, Anthropic, Microsoft, and DeepMind? Doomers style themselves as akin to nuclear engineers, building reactors for cheap energy, while knowing their work can be used to create weapons of mass destruction with a few modifications. 

            
            Not only are the Doomer and Booster beliefs very similar, but they also emerge from common intellectual origins. Computer
               scientist Timnit Gebru and philosopher Émile Torres coined the acronym “TESCREAL”,32 which stands for a collection of ideologies that hang together and undergird Doomerism/Boosterism. (Gebru was former head
               of Google’s Ethical AI team, and Torres was a former adherent to effective altruism, so both saw these ideologies up close.)
               TESCREAL stands for Transhumanism, Extropianism, Singularitarianism, Cosmism, Rationalism, Effective Altruism, and Longtermism. While all of these have their own tenets, they have overlapping sets of adherents and can be summed up in a few
               words. Those in the “TESC” part of the acronym maintain that humans are, at some point, going to merge with machines and then
               fly off Earth to colonize space. The “REAL” part of the acronym concerns an ultra-utilitarian ethic that holds that we, as
               humans, need to optimize our behavior to do the most good with the resources available to us. Effective altruists frequently
               proclaim that they are maximizing the amount of good they are doing by sending their dollars to impoverished areas of the
               world. The paradigmatic example is mosquito nets, which are very cheap and prevent mosquitos carrying malaria from infecting
               people in their sleep. These efforts have the character of many misguided aid organizations, which believe that they are able
               to provide relief for an impoverished community with little understanding of local political, social, and economic conditions.
               They utilize the faulty logic of many strains of development economics33 to fund technical interventions that, at best, save very few lives, and at worst reorient local incentive structures towards
               environmental ruin and corruption.
            

            
            These ideologies would be fringe, cultish, and relegated to the back pages of the internet if it weren’t for the massive capital that many of their adherents control and can influence: Elon Musk has said34 he is a longtermist; Ray Kurzweil, who, as we mentioned above, was hired by a Google founder, is one of the originators35 of singularitarianism and cosmism; Jaan Tallinn36 was a founding engineer at Skype and Kazaa and has poured millions into Cambridge’s Centre for the Study of Existential Risk
               and the Future of Life Institute. Most visibly, Sam Bankman-Fried, the founder of the cryptocurrency exchange FTX who was
               convicted of wire fraud and sentenced to twenty-five years in prison, was a major adherent of effective altruism.
            

            
            We discuss these ideologies here because nearly all of them envision some version of an artificial general intelligence as
               part of the path towards a technological utopia and have developed a network of financial and social incentives to entice
               researchers to join their ideological communities and work on their projects. The ideologies direct their virtuous followers
               towards careers in the fields of AI safety and alignment, to ensure that the AGI they believe is coming will be benevolent
               towards humanity. The Centre for Effective Altruism’s career advice center, 80,000 Hours37, for instance, instructs its followers to get into “AI safety technical research” and “AI governance and coordination.” In
               another example, Bankman-Fried’s Future Fund bankrolled huge prizes38 for AI safety research at large AI conferences such as NeurIPS.
            

            
            Gebru and Torres compellingly argue that these ideologies have their origins in the Anglo-American eugenics movement. Not
               only do they have a direct lineage to eugenics—for instance, the person who coined the term “transhumanism” was Julian Huxley39 (brother of novelist and author of A Brave New World, Aldous Huxley), a major figure in British eugenics. But they are also eugenic in contemporary argumentation. For instance, one of the main arguments for longtermism is that, according to its utilitarian logic, we should discount current-day suffering because we need to optimize technological development to seed the environment for the trillions of future humans who will colonize space. If you think that’s absurd, we’re with you. What this means is that the actually existing human suffering—borne primarily in the Majority World—is ignored for hypothetical threats of rogue algorithms. This is a eugenicist frame of seeing the world: the need of advancement for future white people at the cost of Black and brown people in the here and now. 

            
            The technologies in question are not the equivalent of nuclear weapons, nor even of nuclear reactors. They are more like a
               panopticon40—philosopher Jeremy Bentham’s invention that allows a single prison warden to keep track of hundreds of prisoners at once.
               Or like the surveillance dragnets that track marginalized groups in the West and people on the move escaping dire conditions
               in their countries of origin. Or perhaps they are a toxic waste, salting the earth of a Superfund site. They are also a scabbing
               worker, crossing a picket line at the behest of an employer who wants to signal to the picketers that they are disposable.
            

            
            The totality of systems sold as AI are these things, rolled into one. The danger is not from some hypothetical extinction-level
               event. The danger emerges from rampant financial speculation, the degradation of informational trust and environments, the
               normalization of data theft and exploitation, and the data harmonization systems that punish the people who have the least
               power in our society by tracking them through pervasive policing systems. But the Doomer/Boosters would have us looking the
               other way from all these real harms, bedazzled by their dystopian/utopian visions.
            

            
         
         
            Extraordinary Claims, Extraordinarily Thin Evidence

            In order for their story to hold water, and keep commanding policymaker attention, the Doomers have to convince their audiences of imminent artificial intelligence. Some of the Doomers speak of an AI system that becomes “smarter” than its designers and thus is able to design even more advanced systems, which design even more advanced ones, quickly overwhelming what we can even comprehend. This will result in a system that we can’t hope to control.
               Geoff Hinton,41 one of the so-called “Godfathers of AI” whom we met in Chapter 1, framed his Doomerist concerns to CNN journalist Jake Tapper
               by saying “there are very few examples of a more intelligent thing being controlled by a less intelligent thing.” We wonder
               when the last time was that Dr. Hinton suffered from any kind of food poisoning, and if he then decided that bacteria are
               more intelligent than humans. Meanwhile, a common refrain of the AI Boosters is to imagine systems that are “smart” enough
               to solve our problems for us (cure cancer! solve climate change!). And both the Doomers and the Boosters are asking the general
               public, investors, and policymakers to make decisions based on their extraordinary claims.
            

            
            Extraordinary claims require extraordinary evidence, so you might hope that the Doomers and Boosters would go above and beyond
               in carefully substantiating the basis of their storytelling. But you would be disappointed. In order to evaluate “intelligence”,
               we’d first need a clear and operationalized definition of the concept, along with a compelling narrative of how it relates
               to the Doomer/Booster claims. Then we’d need a way to test for it, such that we can show that the test is actually measuring
               the property of interest. We saw in Chapter 2 that, throughout their history, measures of “intelligence” in humans have been
               based not in sound science but in eugenics and racism, so that’s already a bad start.
            

            
            This isn’t a new problem: people have been pondering it since at least the 1950s, when Alan Turing wrote42 in his paper “Computing Machinery and Intelligence” that the question “Can machines think?” is too vague, as there are not sufficiently precise definitions of “machines” and “think”. His solution was to replace that question with a “closely related” one, which has since come to be called the Turing Test. The popular understanding of the Turing Test is that if a computer can fool a person into thinking it’s a person, that computer
               has “passed” the Turing Test and must therefore be considered intelligent.
            

            
            In fact, Turing’s “imitation game” was a bit more convoluted. He set up a scenario in which an “interrogator” communicates
               with two other participants via teletype. In one version, the participants are a woman (trying to help the interrogator get
               it right) and a man pretending to be a woman (and trying to fool the interrogator); the interrogator’s job is to determine
               which participant is the man and which is the woman—a much more gender-bending version43 than is usually discussed. In the second version, the participants are a man and a computer pretending to be a man. Turing
               suggests replacing the question “Can machines think?” with the question of whether the computer-pretending-to-be-a-man can
               fool an interrogator more consistently than the man-pretending-to-be-a-woman. The issue here, of course, is that without a
               definition of “intelligence” the question of how to measure “artificial intelligence” is a nonstarter. Turing tried to sidestep
               this with his imitation game but ended up proposing a setup that ran afoul of the very human tendency to make sense of language
               by imagining a mind behind it.
            

            
            Another approach to measuring intelligence has been to use specific tasks as a proxy. For a long time, skill at the game of
               chess was a favorite example. In 1990, AI researcher and Dartmouth conference attendee John McCarthy popularized Soviet mathematician
               Aleksandr Kronrod’s phrase “chess is the Drosophila of AI”44 because, he believed, the game was an efficient way to do rapid experimentation towards a long-term goal. That is, just as
               the fruit fly (Drosophila) is a boon to a certain kind of study in genetics (thanks to its short generations and ease of handling in lab environments), chess was thought to be a fertile ground in which to develop computer intelligence because it allowed researchers to quickly try out different approaches. This argument, of course, presupposes the relevance of chess to intelligence. We have become rather fond of the Drosophila metaphor for another reason: it epitomizes the fixation of researchers on one small contained problem—with its attendant
               issues and its own social history—while claiming to make progress towards grander goals.
            

            
            This has been a persistent stumbling block for both Doomers and Boosters alike: when they talk about “general intelligence”,
               they don’t actually have a justifiable definition of the concept. Meta founder and CEO Mark Zuckerberg45, for instance, has said that he doesn’t “have a one-sentence, pithy definition” of “general intelligence.” OpenAI has a nebulous
               definition of artificial general intelligence in their charter46: “highly autonomous systems that outperform humans at most economically valuable work.” (What does “outperform” mean? What
               is most “economically valuable work”?) Oddly enough, the term itself has taken on a type of spiritual significance, a sort
               of “we’ll know it when we see it” quality. Ilya Sutskever, when he was at OpenAI, urging employees to “feel the AGI,”47 instructing them to chant it like a mantra. And if they can’t even define it, there’s no way that they are capable of measuring
               it.
            

            
            With no clear definition of what they’re trying to measure, much less a solid foundation for claiming that they are actually
               measuring it, the Doomers and the Boosters are left to fall back on obfuscation and appeals to awe. In a blog post shortly
               after the release of Google’s LaMDA chatbot, Google VP Blaise Agüera y Arcas wrote48:
            

            
            
               Since the interior state of another being can only be understood through interaction, no objective answer is possible to the
                  question of when an “it” becomes a “who”—but for many people, neural nets running on computers are likely to cross this threshold
                  in the very near future.
               

            

            With this rhetorical sleight of hand, Agüera y Arcas is claiming that, since we never have direct evidence of what’s going on inside other people’s heads, there is no way to know for sure that large language models, designed to provide facsimile conversations, aren’t something like people on the inside, too. If you let that smoke dissipate for a moment, though, you see that the argument is equally applicable to anything else we relate to through language (including books or the Magic 8 Ball toy), which is to say, not at all. As discussed in Chapter 2, we make sense of language by imagining the mind of the person who created it. With books, there is a mind behind the language, but the mind does not reside in the book. With the Magic 8 Ball or a chatbot, there’s an element of randomness in what language comes out. But that randomness does not constitute a mind. 

            
            Despite all the noise the AI Doomers are making, the evidence is thin—we’d say even nonexistent—for the scenarios they are
               raising the alarm about.49 What we should be paying attention to and what we desperately need policymakers to be paying attention to is the impact of
               all those computations and the hardware needed to run them on the climate.
            

            
         
         
            AI Is Hastening the Climate Catastrophe

            Humanity is, however, facing an actual existential risk in the form of the climate crisis. The latest assessment report of the Intergovernmental
               Panel on Climate Change50 warns:
            

            
            
               Every increment of warming results in rapidly escalating hazards. More intense heatwaves, heavier rainfall and other weather extremes further increase risks for human health and ecosystems. In every region, people are dying from extreme heat. Climate-driven food and water insecurity is expected to increase with increased warming. When the risks combine with other adverse events, such as pandemics or conflicts, they become even more difficult to manage. 

            

            The Paris Agreement, a legally binding agreement signed by 196 Parties in 2016, has an overarching goal51 to keep the global average temperature to below the 2°C above preindustrial levels, and aim for no more than 1.5°C in temperature
               increase. Anything over that would have catastrophic consequences. In 2023, the UN’s climate body52 said we are not on track to meet these commitments, and that we have a “rapidly narrowing window to raise ambition and implement
               existing commitments.”
            

            
            Against this background, you would think that people ostensibly concerned with the future of humanity would be working as
               hard as possible to build political will to decarbonize. Instead, what we see is a mad dash towards ever-larger models that
               require increasing amounts of computation (and therefore energy consumption) to train and use—with real and measurable environmental
               impacts.
            

            
            The actual power-hungry computers are conveniently hidden in the fluffy, harmless-sounding metaphor of “cloud computing”,
               which information science researchers Alan Borning, Batya Friedman, and Nick Logler53 point out is at direct odds with the actual materiality of these systems. When algorithm developers train a large statistical
               model, or when users submit a prompt to ChatGPT, it’s easy to imagine the processing happening in some abstract, virtual space.
               When the work is done on remote servers, we don’t even have to hear the fans keeping them cool! But in fact, everything about
               cloud computing is environmentally intensive:54 the mining of metals and minerals required as raw materials, the use of large amounts of PFAS (“forever chemicals”) in the production of microchips, the energy required to both make hardware in chip fabrication plants and run the systems, the water used to keep data centers cool, and the e-waste produced as each generation of machines is retired in favor of the next. 

            
            The companies creating and selling this tech are far from transparent55 about their environmental impacts, despite promises to be carbon-neutral or even carbon-negative in the near future. For
               instance, Google stated that they plan to achieve net-zero emissions by 2030, while Microsoft went one further and stated
               they plan to be carbon negative and even remove all carbon the company has produced since its founding in 1975.56

            
            However, more evidence is accumulating to the contrary. Computer scientist Sasha Luccioni and her colleagues estimated57 the carbon footprint of training a particular large language model (among the largest released in 2022 at 176 billion parameters,
               but already dwarfed by the next year’s models)—including equipment manufacturing—at 50 tons, or the equivalent of about a
               dozen flights between New York City and Sydney, Australia.
            

            
            The current generation of systems is bad enough on its own, but on top of that there is a drive for scale happening at three
               levels, all harmful: larger models, more models, and ever-growing user bases.
            

            
            Companies have largely stopped disclosing the number of parameters of their large models. OpenAI’s GPT-4 is reported to have
               over one trillion parameters, nearly five times as many as GPT-358. We struggle to find any such information about most recent models as of 2024, but we also see no reason to believe anyone
               has abandoned the race to make ever-larger ones.
            

            
            Moreover, the production of large models has been incredibly attractive for private equity and venture capital investors; therefore there are more models, created by a growing number of companies, in the marketplace. It is difficult to estimate precisely how many different models exist and how many times they have been trained and retrained—even a single model like GPT-4 has multiple different versions—but we can assume that the number is getting larger, not smaller. 

            
            Big Tech likes to tout their usage59 of renewable energy as well as their innovations in creating more efficient processors and processing techniques. But as
               technology law scholar Michael Veale has said,60 capitalism is missing from the equations. The efficiency gains offered by particular models and server providers is outdone
               by the sheer number of models being built and the amount of computation they require. Those computers need to be powered.
               Data centers are in such high demand61 that by 2034, global energy consumption by data centers is expected to top 1,580 terawatt-hours, as much as used by all of
               India, the most populous country in the world.
            

            
            Lastly, these models have a growing userbase. OpenAI boasted 100 million users62 in its first two months and analysts estimated63 in 2023 that the tool had 10 million users a day. Usage matters immensely for the final estimate of carbon emissions per
               model. You only have to train any given model once, but these models produce thousands of outputs per minute, each with their
               own environmental cost. Another study by Luccioni and colleagues estimated that for every two images you generate using a
               large text-to-image model, it’s like charging your phone fully64. These models are also water hogs: 500 milliliters of water65 or about two cups are consumed for every 5 to 50 prompts ChatGPT generates a response to. Not only are these environmental
               costs hidden from users, but even users who would avoid these systems on environmental grounds can’t easily opt out: The “AI
               Overviews” feature that Google added to search results in 2024 likely consumes 30 times more energy per query than just returning
               links66. This feature was enabled by default, without users even having to invoke it.
            

            
            This waste of resources is already directly impeding climate crisis mitigation goals. The Washington Post reported67 in 2024 that coal-powered electricity plants in West Virginia, slated to be taken offline, are instead being kept running to feed the demand for data centers in Virginia. While we don’t know how much of that data center usage can be attributed to AI systems (as opposed to other things like video-streaming services), it’s telling that68 energy demands for generative AI systems globally are expected to increase dramatically, rising tenfold between 2023 and
               2026, and that Google, Microsoft, and OpenAI are putting billions of dollars into new data centers.
            

            
            These companies have already admitted that they are dramatically missing their climate pledges because of generative AI. Microsoft
               sheepishly said their indirect emissions grew by nearly 30 percent compared to their 2020 baseline, while Google’s grew by
               a whopping 48 percent compared to 2019.69 Microsoft president Brad Smith told Bloomberg,70 “In 2020, we unveiled what we called our carbon moonshot. That was before the explosion in artificial intelligence. So in
               many ways the moon is five times as far away as it was in 2020, if you just think of our own forecast for the expansion of
               AI and its electrical needs.” If your goalposts are continuing to shift (and the moon with it), why have goalposts at all?
            

            
            Companies selling large language models and other computationally intensive technology like to talk in terms of cost/benefit
               trade-offs. Boosters see great benefits and easily find that these justify, for example, the environmental costs. Doomers,
               instead, debate the costs of imagined existential risks and the benefits provided by a hypothetical superintelligence. Neither
               focuses on the very real harms happening now and AI’s contributions to the well-established existential risk of the ongoing
               climate crisis. Their focus is squarely in the concerns of white, well-off people.
            

            
            It’s easy to talk about benefits justifying the costs when you aren’t the ones actually paying the costs. Not only the tech barons, but also most of their highly paid employees are fairly insulated from the climate crisis, compared to climate refugees, those living in tropical zones, and precarious clickworkers who, even in the U.S., can’t afford air conditioning or easily escape from smoke-choked cities during ever-extending fire seasons. For a tech baron to confront these harms would require them to take their own culpability seriously and contemplate their own privilege. It’s far more comfortable to sit back and pontificate on imagined scenarios where they are (also) victims, and dismiss anything else as “less existential.”71

            
         
         
            Politics After the Pause

            AI Doomerism isn’t worth taking seriously, and would be just best ignored if it weren’t for the enormous amounts of funding
               and political influence associated with it. When the “AI Pause” letter came out in March 2023, it grabbed headlines and policymaker
               attention. When we and others pushed back against the letter as a distraction,72 we were scolded and told that we should instead join forces73 with the “AI Safety” crowd behind those letters, be grateful that they had brought attention to the issues, and try to capitalize
               on it. For instance, LLM-skeptical AI booster Gary Marcus wrote,74 “[I]t seems to me that they missed an opportunity to decry even more powerful versions of systems that have already proven
               problematic. This opportunity has been lost; I hope there will be more of a spirit of collaboration as subsequent proposals
               emerge.”
            

            
            But in fact, the emphasis on p(doom) did not galvanize policymakers towards sorely needed rights-protecting regulation. Instead,
               it distracted them. We see the fingerprints all over developments in the wake of the “AI Pause” letter and similar initiatives.
               The much-trumpeted “voluntary commitments” that the Biden administration facilitated in July 2023 with several prominent tech
               companies included things like committing to test models for “the capacity for models to make copies of themselves or ‘self-replicate.’”75 Self-replication is a particular concern of the Doomers because it suggests out-of-control bots replicating into hard-to-scrub
               computer systems and taking over the world.
            

            
            President Joe Biden’s October 2023 executive order on the “Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence,”76 while building on well-grounded proposals such as the 2022 Blueprint for an AI Bill of Rights,77 also led the U.S. National Institute of Standards and Technology (NIST) to start an AI Safety Institute.78 Paul Christiano79, a former OpenAI and Alignment Research Center researcher who is on record as predicting a p(doom) of 50 percent, was hired
               to run this new institute.
            

            
            Doomerism has also infected the U.S. Senate’s work on AI. Not only did Senator Schumer invite his Insight Forum attendees
               to bloviate about their p(doom), but the report that resulted80 from the forums spends much more time focusing on innovation and cybersecurity rather than harms to marginalized people,
               workers, the environment, and the information ecosystem. For example, imagined “capabilities” of AI systems are mentioned
               eighteen times, while “bias” is mentioned three times, and “climate” or “environment” (with respect to environmental damage)
               is not mentioned at all. But more importantly, Schumer and the other senators let themselves be distracted for a whole year
               by “experts” who were mostly AI hype peddlers talking about fantastical scenarios. The result is that instead of working on
               meaningful regulation during that year, based on all of the research already done into harms of the various kinds of automation
               sold as AI,81 Schumer and company produced a rather thin “road map” while AI companies were able to further entrench their harmful practices
               as the status quo.82

            
            We need to redirect attention away from speculative risks—no matter how exciting the action-movie sequences they conjure up
               might be—to the actual harms being done now in the name of AI. In the next chapter, we’ll turn to how to best talk about AI
               and what can be done about it: by policymakers and regulators, by journalists, and by you, as a worker, consumer, and person
               who wants a better future.
            

            
         
         
      
   
      
      
      
         
            Chapter 7
Do You Believe in Hope After Hype?

         
         We’ve seen in this book that AI hype serves the purposes of people in power in a few different ways. It helps particular companies
            and their investors profit by selling the technology. It helps others get rich by giving them cover to collect (e.g., steal)
            and then launder massive amounts of data. It helps others still make short-term gains by replacing stable, better-paying jobs
            with ones that are both more precarious and less fulfilling. Lastly, it helps those who are wont to devalue the social contract
            by spinning the fiction that real social services—our collective responsibility to each other—can be replaced by cheap automated
            systems. At a time when the AI boosters are selling their wares across every sector at top volume, flooding everyone everywhere
            with the fear of missing out (or FOMO), and when it seems like the loudest voices opposing them are the equally hype-tastic
            AI Doomers, it can feel impossible to see a way through. Given that many policymakers have also jumped on the hype train,
            falling for the narrative that those selling the tech know best how to regulate it, that their job is to foster (nay, coddle)
            “innovation”, it can seem particularly hopeless.
         

         
         But there are things that we can do, both individually and collectively, to resist AI hype—in this hype cycle and the next, no matter what the technology happens to be, nor how it’s marketed. We can burst the bubble, through pointed questions and pointier ridicule. We can build up information literacy, both through our individual practices, and through supporting and learning from other informational institutions—namely libraries. We can collectively shape innovation towards benefiting people at large rather than enriching the few, through enforcing existing regulation and crafting new. And we can and must resist narratives of inevitability through collective labor action and strategic refusal. 

         
         
            Strategies for Popping the Hype Bubble

            It can be hard to push back against hype in places like the workplace, classroom, and clinician’s office, and against peers,
               managers, and legislators who have been taken in by it. To speak up to say the emperor has no clothes is difficult. And it
               is doubly so when surprisingly many people, especially those in positions of power, seemingly want to be the naked emperors.
               That is, they want to believe the hype and convince everyone around to join them. But we have some strategies for you.
            

            
            
               Asking Questions

               One of the best strategies to cut through the hype is to ask questions about the brass tacks of the system being promoted. Whether you’re reading the claims of AI researchers or corporate executives in news reporting, dealing with someone in your workplace extolling the benefits of some system they have bought or are thinking about buying, or concerned that your government is debating installing some system for public services (or surveillance), you can use these questions as a way to do a reality check for yourself, in the first instance. Beyond that, these questions can help you push back on hype, if you are in a position to ask them aloud. 

               
               What is being automated? What goes in, and what comes out? The first questions get to the concrete: What is the actual task being automated? What is being given to the automated system
                  as input and what is it producing as output? Often the marketing copy for a system serves to obscure these simple facts. For
                  example, the company Hippocratic AI1 advertises “healthcare agents” and provides little biographies and photos for each. “Linda” is pictured as an East Asian
                  woman, wearing blue scrubs like a nurse, and described as “a GenAI Healthcare Agent who follows up with a discharged patient
                  [by phone] after being admitted for Congestive Heart Failure.” The actual input here is spoken patient responses and questions.
                  The output is word-shaped noises that are likely to show up next, given the training data. It should go without saying that
                  this is not skilled nursing. As Michelle Mahon, director of nursing practice, told us2, there’s more to nursing than just responding to prompts. Many times, people don’t have the words to describe their questions,
                  and that’s when we need trusted professionals in the interaction.
               

               
               Can you connect the inputs to outputs? What is the evidence that there is sufficient information in the input to determine the output? For example, researchers
                  at Harrisburg University of Science and Technology3 claimed in 2020 that they had created a system that could tell, with 80 percent accuracy and “no racial bias,” whether someone
                  was a criminal, based only on a picture of their face. They weren’t the first. In 2016, researchers at Shanghai Jiao Tong
                  University4 made similar claims.
               

               
               Applying our questions to this case, the input to these systems is relatively straightforward: a photo of someone’s face. The output, however, is much more vexed. On the face of it (no pun intended), it seems like a simple binary (yes/no) classification problem: Is this person a criminal? But criminality is not an inherent property of a person. The category of “criminal” is instead produced by an interaction of at least three things: the person’s behavior (very much constrained by their circumstances), social norms around what is considered criminal behavior, and the legal regime the person finds themselves in. So there cannot possibly be sufficient information in the input (an image of a face) to determine the output. You can’t tell if someone is a “criminal” by looking at them.5 Moreover, the claim that the system’s output lacks racial bias is preposterous, given everything we know about racial discrimination
                  in policing and how poorly facial analysis systems perform with racial minorities.
               

               
               Are these systems being described as human? The AI sales pitch involves language that anthropomorphizes—that is, it ascribes human characteristics—to the technology.
                  We are anthropomorphizing creatures, so it takes an effort to keep some critical distance here. Calling a chatbot-based system
                  an “AI teaching assistant”, which Morehouse College6 has said it will start using in fall 2024, for instance, suggests that it can do much more than what it actually does. Thinking
                  of a human teaching assistant, we immediately imagine someone who cares about what their students are learning, makes plans
                  about how to help them understand better, spots possible cases of misunderstanding, and relates to the students as people
                  gaining knowledge and skills that help them to grow into new roles in their community. The “AI teaching assistant” does none
                  of these things. For any system sold as an “AI [human role]”, we can always ask: What motivates calling this thing by that
                  name? What else do we expect of people in that role, and who is falling for the suggestion that this system can also do those
                  things?
               

               
               Relatedly, we should be on the lookout for ranked-order comparisons between automated systems and people. Researchers and corporations frequently brag that their system has achieved “superhuman” performance on various tasks. But the comparison to people implicit in the word “superhuman” belies a misapprehension of what software is. Software systems are tools, which people use to do things. We wouldn’t say that hammers have a “superhuman” ability to drive in nails, nor that airplanes have a “superhuman” ability to fly. 

               
               It matters what words we use when we talk about these technologies. For instance, in our writing, we don’t use the term “hallucination”
                  to discuss the errors of LLMs, for two reasons. First, if it’s used tongue-in-cheek, it is making light of what can be symptoms
                  of serious mental illness. Second, “hallucination” refers to the experience of perceiving things that aren’t there. But LLMs
                  actually don’t have perceptions, and suggesting that they do is yet more unhelpful anthropomorphization. That means we also
                  avoid assigning thought processes to these systems, or saying that they can “think”. Metaphors have power, they structure
                  the frames of discourse, and they can subtly and insidiously encourage certain ways of understanding technology and the social
                  systems it is embedded in.
               

               
               How is the system evaluated? You’ll often see very impressive AI evaluation metrics, such as accuracy or performance, advertised by AI boosters. Hypers
                  will claim that systems are over 80 percent accurate, or that they do better at a particular task, compared to people. OpenAI
                  CTO Mira Murati, for instance, claimed that GPT-57 would have PhD-level intelligence (which led many of us with PhDs to joke that the system would take on massive debt, burn
                  out, and pursue a passion project in the food industry).
               

               
               But those claims beg two questions: What was actually measured, and how does it relate to the intended use of the system?
                  Often, this information simply isn’t available, which is a good indication that you’re looking at pure hype. For example,
                  the company SoundThinking sells a product called ShotSpotter to municipalities around the U.S., claiming that “ShotSpotter
                  is a proven acoustic gunshot detection system that alerts law enforcement to virtually all gunfire within a city’s ShotSpotter
                  coverage area within 60 seconds”8 and that “[f]rom 2019–2021 the system had a 97% aggregate accuracy rate across all of our customers, including a very small false positive rate of less than 0.5% of all reported gunfire incidents.”9 Neither of these claims is backed up with links to the studies that provided those numbers. However, audits in Chicago and
                  New York City found that the vast majority of ShotSpotter alerts (87–91 percent) were false alarms.10 We would all have been better off if people in the right government positions had asked SoundThinking probing questions about
                  their evaluation methodology up front, and then chosen not to buy into this unnecessary surveillance system that sends cops
                  into situations believing there is an active shooter—a recipe for police violence11, if we ever saw one.
               

               
               Who benefits from this technology, who is harmed, and what recourse do they have? If this system is implemented, who and which organizations will benefit? Who will be harmed, both in cases where the system
                  gives the right answer, and in cases where it doesn’t? We have seen many, many cases in this book where automation makes the
                  rich get richer, and the poor get poorer.12 Sometimes, it’s corporations (and their shareholders) using automation as an excuse to replace well-paying jobs with more
                  precarious ones centered on babysitting the machines. In other cases, it’s governments using automation as a Band-Aid over
                  gaping holes in our social safety net. But the harms aren’t always economic. For example, automated surveillance further terrorizes
                  overpoliced communities and automated media synthesis machines pollute our information ecosystem.
               

               
               Having identified harms, we can then ask what recourse is available to people who have been harmed. When systems hurt people, it is a major ethical breach if they have no way to ask for reparation and repair. Imagine a local government sets up software to identify families deemed “at risk”, in order to determine which kids should be taken from their parents and put in foster care (like the example discussed in Chapter 4). Regardless of whether the kids are actually taken, having the “at risk” status recorded can lead to other problems for these families. Even if the local government has set up an office that can handle complaints raised by those families, if that office is too understaffed to handle the volume of complaints, this means those people are effectively without recourse. 

               
               How was the system developed? What are their labor and data practices? Finally, we can and should always ask: How was the system developed, and what kinds of data labor and data collection practices
                  were used? As we have seen, often the apparent humanlike competence of systems sold as “AI” is actually due to the work of
                  humans, usually under exploitative working conditions. Just as with fast fashion, chocolate, and similar commodities, looking
                  into labor practices puts us in a better position to make ethical decisions, in our own consumer patterns but more importantly
                  whenever we find ourselves with the power to impact larger systems. And just as with those products, we should assume that
                  in the absence of clear documentation of fair labor practices and data licensing, their supply chain relies on exploitation.
               

               
               These are questions we can each ask, whenever we are in a position to make decisions about automation or influence others
                  who are doing so. But they are also questions that we should look for in journalism. That is, it is worth seeking out and
                  supporting journalism that asks the above questions, and eschewing that which focuses instead on gee-whiz platforming of companies’
                  claims to have created the next big thing.
               

               
               In encouraging you to ask these questions, we are echoing the journalists who have spent the past several years focusing on
                  AI and working towards improving coverage from the industry writ large. Garance Burke of the Associated Press (AP) developed
                  a chapter for the AP Stylebook—a canonical reference for many journalists inside and outside the AP—on how to talk about AI. Burke instructs journalists13 to “get back to basics” and ask many of the same questions we pose here:
               

               
               
                  How do these systems actually work? Where are they deployed? How well do they perform? Are they regulated? Who’s making money
                     as a result? And who’s benefiting? And also, very importantly, which communities may be negatively impacted by these tools?
                  

               

               Karen Hao, one of the foremost journalists on AI coverage, has been working with the Pulitzer Center to develop a program
                  to train one thousand journalists in covering AI over the next two years with the purpose of holding companies to account.
                  Hao’s work on the data labor behind AI and the drama within OpenAI’s walls has been crucial for understanding how this industry
                  operates. In her training, Hao encourages14 journalists to focus on the people affected by these tools:
               

               
               
                  If we want a technology that is so consequential to actually benefit all of humanity—as OpenAI likes to say—the best way to
                     understand how to do that is by covering the communities that are the most vulnerable and have had the least amount of agency
                     in shaping the technologies thus far.
                  

               

               This effort is critical, as it plans to unsettle the centrality of the tech narrative around the Global North and back to
                  the Majority World, where much of the labor occurs. It also aims to dispel the (intentional) obfuscation achieved by lumping
                  all these technologies under the moniker of “AI”. And it ensures that the main story about AI is the human one, not the technical
                  one.
               

               
            
            
               Everyday Resistance

               As a worker, you can push back against these tools at your job. If the past has been any guide, these tools will be introduced against the better judgment of workers because managers believe that it’ll increase productivity. Unions like the Writers Guild of America and National Nurses United have made it a priority to resist the encroachment of AI in the workplace. Other unions that represent workers that bosses are dying to automate away—such as teachers, administrative assistants, and even dockworkers—ought to make it a priority to fight these efforts too. 

               
               On an individual level, sometimes methods of everyday resistance work the best. As a consumer, you have the option to simply
                  not use AI tools. Don’t use ChatGPT. Don’t use Midjourney. When your favorite app offers a new, flashy AI-enabled tool, just
                  don’t click it. Companies and websites keep extensive metrics on where and when their users click or use a feature. If they
                  find that no one is using their AI nonsense, they’ll be more likely to remove that shiny button (with the stereotypical ✨ emoji) and quietly sunset the feature (that is, if they have any business sense).
               

               
               As a savvy media consumer, you can also make fun of the awfulness of synthetic content. Has a friend posted AI-generated artwork
                  on Instagram? Make fun of it. Did a brand use AI to generate six-fingered people enjoying their product on the beach? Troll
                  the hell out of them. It is your right. The more we can pierce the cultural bubble that Sam Altman and his kind live in, the
                  better we can upset the idea that the encroaching of these systems into every area of life is inevitable. Synthetic media
                  is cheap and tacky. Let them know.
               

               
            
            
               Information Literacy and Libraries

               Another opportunity we have for resisting AI hype is through our information practices. Many of the proposed use cases of
                  LLMs are as information access systems, often as a direct replacement for search engines.15 This use case trades on a long-standing fantasy of making information access “frictionless”:16 you type in your question and you get the answer. But text synthesis machines are a terrible match for this use case, on
                  two levels. As we’ve seen, they’re inherently unreliable, being designed to make shit up. But it’s the second level that we
                  want to address here: friction in information access is actually not only beneficial, but critically important.
               

               
               The friction that chatbot-based information access systems are trying to reduce or remove includes the work of deciding which of the links returned by a search engine has the information sought and where in the website the link points to can that information be found. Doing that work is important to building our understanding of the information landscape. Scanning a set of links gives us information about what information sources are available, and, if there are some we are expecting but don’t see, we have the opportunity to refine our search. Choosing a particular link and evaluating what we find there allows us to both situate the information we have found in its context and add to our understanding of how sources relate to each other and to our information needs. Finding contradictory answers on different pages—and, crucially, knowing the source of each—allows us to learn what kinds of knowledge are contested, who is doing the contesting, and how each of those sources fits into our own positions. 

               
               To make this concrete, imagine putting a health-related search into an old-fashioned search engine and getting back a collection
                  of links that includes a page from a nearby university medical center, one from WebMD, one from (medical quack and former
                  candidate for senator from Pennsylvania) Dr. Mehmut Oz, and a link to a discussion forum where people navigating similar health
                  journeys interact with each other. You will interpret the information from each of those sites based on your current evaluation
                  of them, and use the information to update your evaluation.
               

               
               If instead you input your question into ChatGPT or any other LLM-driven chatbot system, it might well be sourcing the output
                  it extrudes from any one of those sites. But without seeing the information in context, you lose both the ability to use the
                  context to frame the information and the opportunity to further build your understanding of the sources—not to mention the
                  opportunity to join the community interacting in the message board.
               

               
               Meanwhile, the tech sector is pushing chatbots as information access systems,17 hard. They started with just advertising them that way, often with embarrassing results. To take just one example, when Google
                  launched Bard in early 2023, their demo contained an error18, claiming that the James Webb Space Telescope had taken the first photos of exoplanets, when in fact researchers using the
                  Very Large Telescope in Chile had done so nineteen years before the Webb Telescope launched.
               

               
               Moreover, LLMs-as-information-access-systems have been added to products in ways that make them almost inescapable. Google
                  search results now include unasked-for “AI Overviews”, Meta has replaced its search bar in both Facebook and Instagram with
                  “Meta AI”, and just about everywhere you might try to write text (Microsoft Office, LinkedIn, Google Docs, and email clients)
                  the sparkle emoji is there, signifying software that will fill in words for you, whether they mean what you intend or not.
               

               
               If we don’t resist this onslaught of synthetic text, the consequences are going to be bad, not just for our own information
                  literacy, but also for the information ecosystem, and doubly so. There are the first-order effects of synthetic media spilling
                  into the information ecosystem, and second-order effects of lower levels of information literacy impeding our collective ability
                  to tend to and maintain that ecosystem.
               

               
               Fortunately, there are ways to resist. At an individual level, we can overtly value authenticity. Refuse the apparent convenience
                  of chatbot answers and insist on going to original sources for answers to our own queries. We can also refrain from sharing
                  information that isn’t grounded in real sources (a best practice even before the introduction of chatbots-as-search). Above
                  and beyond that, we can work to support and maintain public information access systems.
               

               
               There exists a set of practices around information access that both predates the web and search engines and remains a vital force in our communities. We’re talking about the practices of librarians, libraries, and library science. These are the places to look for deeply informed ideas and practices around what it means for information access to be a public good. For example, library and information science scholars Anna Lauren Hoffmann and Raina Bloom contrast the ideology of “access” at companies like Google with the community-oriented care and service-centered ideology of access19 of libraries and librarians.
               

               
               This means that supporting libraries is an important means of individual and collective resistance. And libraries definitely
                  need broad public support, especially in the United States. Not only are they frequently dealing with threats of budget cuts,20 but they have also been the target of organized book-banning campaigns. As Maggie Tokuda-Hall, of Authors Against Book Bans,
                  explains,21 the purpose of these book bans isn’t just the surface culture-war effects of whipping up moral panics around race, gender,
                  and sexuality. They also serve as a massive drain on the time and resources of local libraries, impeding their function as
                  engines of democracy. We can support libraries by voting for financial support for them, by showing up to public meetings
                  to counter the book ban campaigns, and simply by visiting them, becoming part of the communities they foster and experiencing
                  the practices of those communities.
               

               
            
         
         
            Enforcing Existing Regulation

            Boosters and Doomers would have us believe that AI is such a new technology that we need brand-new legislation to deal with
               the harms that may come of it. This would seem likely if you buy into the idea that we risk human extinction due to mathy
               maths. In reality, this is a delaying tactic offered by AI companies and their lobbyists to avoid any limitations on what
               they’re building.
            

            
            Luckily, we already have a good deal of regulatory tools to deal with the oversized claims, monopolistic practices, and other corporate malfeasance of AI boosters. In the U.S., regulators who handle consumer complaints, communications infrastructure, civil rights, and labor issues have kept a keen eye out for hyped-up snake oil that companies are slinging. In April 2023, the Federal Trade Commission and several other federal agencies22 announced that there is no AI loophole—that is, companies producing generative AI must abide by current consumer and nondiscrimination
               rules on the books. These agencies added that their role is to regulate the actions of businesses, regardless of whether those
               businesses use automation.
            

            
            The FTC has been very direct about this, especially on the nature of the hype itself. Companies cannot legally claim23 that their products can do things that they patently cannot do; nor can they even claim that they use something called “AI”
               if that’s not what they are doing at all. If companies engage in this behavior, that can be considered as false advertising
               and be accompanied by regulatory penalties. As Michael Atleson, an attorney within the FTC Division of Advertising Practices,
               has put it,24 “Your therapy bots aren’t licensed psychologists, your AI girlfriends are neither girls nor friends, your griefbots have
               no soul, and your AI copilots are not gods.”
            

            
            Similarly, laws protecting workers’ rights can also protect against uses of AI in the workplace. The increase in remote work,
               spurred by the COVID pandemic, has led to a rise in the use of workplace surveillance tools, as employers found new ways to
               keep an eye on their workers.25 Dubbed “bossware”, these tools include systems for surveilling those who work from home and anyone else whose place of work
               isn’t right under the boss’s nose: from programs that live on worker laptops, to facial analysis algorithms embedded in the
               cameras on Amazon delivery trucks.26 In 2022, the U.S. National Labor Relations Board issued guidance27 on unlawful worker surveillance, noting that such tools could run afoul of existing labor law by impinging on protected activity (e.g., talking about collective working conditions and forming workers’ organizations). Unfortunately, as surveillance becomes more and more pervasive, making the argument that such tools run afoul of workers’ rights may become a difficult sell for regulatory agencies that arbitrate labor rules.28 In order to benefit from the protection provided by these laws, then, we must also work against the normalization of surveillance
               technology.
            

            
            In general, we agree with the “zero trust” AI governance framework29 outlined by Accountable Tech, AI Now, and the Electronic Privacy Information Center (EPIC)—named so because it asserts30 that regulators should not assume that AI companies can effectively self-regulate, and establishes sharp limits to the use
               of AI whenever possible. This is similar to how zero trust computer systems never assume that a user is trustworthy and require
               them to verify their identity and access level. This governance framework contains three principles: 1) Enforce existing laws,
               rather than acquiescing to the idea that new technology is somehow too new for existing laws to apply to; 2) establish bright-line
               rules for completely unacceptable uses of AI systems, rather than expecting regulators to conduct post hoc audits to ensure
               that systems don’t mess up; and 3) force the burden onto companies to prove that their products are not harmful at every step
               of the product life cycle, rather than waiting for something to go terribly wrong.
            

            
         
         
            Meaningful Further Regulation

            Tech companies and their lobbyists like to try to cow policymakers with rhetoric about technology being so sophisticated and developing so quickly that it is impossible for anyone outside of tech to keep up with advancements. They suggest that policymakers couldn’t possibly effectively regulate what they don’t thoroughly understand. Policy written without an understanding of the innards of the technology, the argument goes, will always be lagging behind anyway (at best) and might harm innovation (at worst)31.
            

            
            We frequently hear our politicians picking up on these messages, focusing on fostering “innovation” as the primary goal of
               policy-setting around technology. It even made it into the very title of Senator Schumer’s report: “Driving U.S. Innovation
               in Artificial Intelligence: A Roadmap for Artificial Intelligence Policy in the United States Senate.” Clearly, AI boosters
               want to be unfettered by regulation that might constrain their ability to amass power and capital, but they also sometimes
               even argue that it’s a moral imperative to be able to innovate quickly, because (in their worldview) AI is going to save us
               all. For example, on an AI panel in 2018, in response to a call for a slower pace of research that leaves time and space to
               consult with the communities potentially impacted, Oren Etzioni32, then CEO of the Allen Institute for Artificial Intelligence, said:
            

            
            
               Are you worried at all that when you slow things down, while you’re going through that deliberative process, with the best
                  of motivations, that people are dying in cars and people are dying in hospitals, that people are not getting legal representation
                  in the right way? I think one reason for urgency is commercial incentives, but another reason for urgency is an ethical one.
                  While we in Seattle comfortably debate these fine points of the law and these fine points of fairness, people are dying, people
                  are being deported. So yeah, I’m in a rush, because I want to make the world a better place.
               

            

            But in the years since Etzioni made those remarks, we haven’t seen miraculous improvements in highway safety, health outcomes, or the treatment of migrants. Instead, we’ve been subjected to accelerating usage of AI as a pretext to surveil, arrest, and deport people; accelerating environmental impact of data centers to run the AI systems; and hundreds of car crashes, including at least seventeen fatal ones, as innocent bystanders are subjected to informal beta tests of Tesla’s misleadingly advertised “Full Self-Driving” technology.33 If we want innovation that is aimed at something other than profit maximization, we need to shape that innovation via regulation.
            

            
            Shifting away from “innovation” towards regulation that protects people makes it clear that it’s not the details of the technology
               that should be the focus, but its potential to impact people and society. In other words, the expertise needed to effectively
               regulate technology is expertise in sociotechnical systems, human and civil rights, and the crafting of laws such that they
               achieve the desired goals. While tech companies would like policymakers to feel snowed under by progress and to think they
               are perpetually playing catch-up, policymakers should be concerned with protecting rights and maintaining civic structures,
               things that don’t change so fast.
            

            
            We call on policymakers to look into the ways in which both the production and use of the new technology are trampling on
               human and civil rights and ask: how can those rights be better protected and what regulatory and enforcement mechanisms would
               be effective in protecting them? We see the following as prime areas for more legislation and rulemaking.
            

            
            
               Transparency

               Around 2017, half a dozen research groups34 in both academia and industry began working on frameworks for documenting the datasets used to train machine learning models
                  and the models themselves. This work was motivated by a flurry of research showing that statistical models are very effective
                  at modeling the biases in the data, and amplifying those biases in their output.35 Models trained on existing data contain a representation of the patterns of the past,36 including the effects of discrimination of all kinds. If we want to avoid replicating those patterns into the future, then we need to know what patterns any given model has been trained on before deciding how and whether to use it. 

               
               Documenting a dataset requires collecting and publishing information about how the data was generated or collected, why certain
                  choices were made, who is reflected in the data, how the dataset will be maintained over time, whether people reflected in
                  the data consented to being in the dataset, if the data are copyrighted, and much more. This all takes work and advance planning,
                  and reflects an attitude of care towards datasets37, especially towards the people reflected in them. This approach stands in stark contrast to the prevailing approach as Big
                  Tech companies and startups grab everything on the internet that’s not nailed down and claim it as their own.
               

               
               While it may seem that documenting the data is a fairly technical ask, it is crucial information for any organization or regulatory
                  body working in the public interest to understand what, precisely, is in the training datasets upon which AI systems are built.
                  It’s also a way to counter claims that a machine may have “emergent” properties, like Google CEO Sundar Pichai’s claim that
                  their chatbot “learned” Bengali38 without being specifically trained on it. On the face of it, this claim is ridiculous. But researchers and regulators can
                  confirm this only by having access to the data, or at least thorough documentation of it.
               

               
               Even though much of the research on dataset documentation (and just as important, documentation around the models themselves)
                  has been done by industry researchers (at Microsoft, IBM, Google, and Hugging Face, notably), it is also extremely clear that
                  tech companies in general aren’t going to carry out dataset and model documentation, especially to the level that the public
                  deserves, without being required to do so by law. Hugging Face bucks the trend here39 by facilitating documentation of models and datasets they host. This is having a positive impact on the availability of documentation,
                  but there is still a long way to go:40 as of February 2024, less than half of the models uploaded had industry-standard documentation (what is called a “model card”) at all, and those that did didn’t necessarily provide all of the requested information. Meanwhile, Meta brags about releasing “open source” models41 but without actually releasing either the code for the training systems or documentation of the datasets they used.
               

               
               We can’t have accountability without transparency. If an automatic decision system is going to be used to determine which
                  benefits are allocated to which people, regulators and public interest technologists must be able to audit the training data
                  driving that system. If a language model is being used as a component of a resume-screening system, then the U.S. Equal Employment
                  Opportunity Commission (and analogous regulators in other countries) should have access to the training data behind that model
                  to explore whether and to what extent it reflects biases against protected categories. If “AI Overviews” are going to be promoted
                  as research aids in schools, then the public deserves to know what kinds of biases are going to be reproduced, automatically
                  and at scale, for every schoolkid to see. Across all of these use cases, the public deserves to know what the systems are
                  built out of.
               

               
            
            
               Disclosure

               Another kind of transparency is transparency about the fact of automation, otherwise known as disclosure. Is that a chatbot or a person? Does my résumé have to make it through an automated filter before it gets seen by a person in human resources? When I’m talking on the phone, is there an automated system labeling my speech, either based on my words or the way I said them? When is my photo being run through a system that matches it against a database of other photos, and by whom? We also need to know when we encounter the output of an automated system: is that handy-looking explainer written by a person, or is it synthetic text extruded from a bot? If we are dealing with translated text, was it translated by a person (perhaps using some automated tools, but in a position to verify and fix their output) or automatically translated without verification? 

               
               One approach that a few cities have already adopted is the AI register, which discloses where AI tools are used in city government.
                  Both Helsinki and Amsterdam have published their own AI registers42, which are searchable through a public interface and allow residents to understand where in public life they are subject
                  to automation and automated decision-making. But these are only successful because municipalities have agreed to releasing
                  this information, and this doesn’t include private corporate uses of automation. We also need post hoc ways to detect automation
                  when those in power aren’t so forthcoming.
               

               
               Being able to identify and filter out synthetic media will be critical to rehabilitating our information ecosystem. Unfortunately,
                  the latest large language models mimic human writing too effectively for it to feasible to detect their outputs as machine-generated.
                  The only surefire way to detect their output is if it is watermarked at the source. A “watermark” is a hidden or less-perceptible
                  imprint that marks the origin of a piece of media. It’s common to see these when purchasing stock images from companies like
                  Shutterstock and Getty Images.
               

               
               In the toothless “voluntary commitments”43 agreed to by tech companies and the Biden administration in July 2023, companies promised to work on watermarking, but only
                  for audio and video content, and only for models more “powerful” than those they had already developed. It might seem like
                  indelibly watermarking text is just impossible (since it can be easily copied-and-pasted and then edited to remove watermarks).
                  However, it is still worth trying, and there are some novel technical methods for making more durable watermarks for text.44 For another thing, not everyone running synthetic text generating machines will bother to remove even simple watermarks, meaning that including them would enable us to clean up some of the synthetic information spill. This is evident in the way that unintentional watermarks45 such as phrases “as an AI language model” or “since my last knowledge update” have allowed researchers and journalists to
                  identify synthetic text in, for example, scientific journals.
               

               
               Whether it’s via registers or watermarking, we ought to have a right to know when and where we are subject to outputs of automation.
                  And we need the ability to compel the owners of the means of automation to tell us when we are viewing the outputs of a media
                  synthesis system or subject to consequential decisions that are due to an algorithm.
               

               
            
            
               Accountability and Recourse

               Companies and organizations using automated systems, seeking a way to avoid taking responsibility for their decisions, may
                  attempt to displace accountability to the systems themselves. The more opaque the system is and the more it is presented as
                  an anthropomorphized “intelligence”, the easier it will be to pull off this trick. Weizenbaum saw this risk already46 in the 1970s, writing:
               

               
               
                  Computers can make judicial decisions, computers can make psychiatric judgments. They can flip coins in much more sophisticated
                     ways than can the most patient human being. The point is that they ought not be given such tasks. They may even be able to arrive at “correct” decisions in some cases—but always and necessarily
                     on bases no human being should be willing to accept.
                  

                  There have been many debates on “Computers and Mind.” What I conclude here is that the relevant issues are neither technological nor even mathematical; they are ethical. They cannot be settled by asking questions beginning with “can.” The limits of the applicability of computers are ultimately statable only in terms of oughts. What emerges as the most elementary insight is that, since we do not now have any ways of making computers wise, we ought not now to give computers tasks that demand wisdom. 

               

               Weizenbaum was not alone in this outlook. A slide reportedly from a 1979 IBM training presentation47—which has become something of a meme within technology circles—stated, “A computer can never be held accountable, therefore
                  a computer must never make a management decision.” When we make a decision, we (and others) have to live with the result.
                  Per Weizenbaum, we want to make those decisions with wisdom. But wisdom isn’t just about the output of the decisions, but
                  where they come from: lived experience, integration into community, and accountability for the consequences.
               

               
               From a regulatory point of view, the first thing needed here is clarity in the application of existing laws. Even when automated
                  processes are involved, accountability must rest with people and organizations. We recall again the FTC’s emphatic claiming
                  of their jurisdiction: anything pertaining to false or unverifiable claims, and potential consumer risks, is fair game. Beyond
                  that, it is worth reviewing existing and new legislation for any language that might need shoring up for additional civil
                  and consumer protections.
               

               
               Moreover, there needs be accountability throughout the AI supply chain. This should go above and beyond banning certain uses
                  of the technology for critical areas (such as employment, health care, or housing), which has been the strategy with the European
                  Union’s AI Act48. Focusing regulation only on use cases suggests that large language models and image generators act as a type of benign infrastructure
                  (or in the words of some AI Boosters at Stanford, “foundation models”49), upon which other, harmful tools may be built. However, accountability should not rest simply with the company deploying a harmful tool. Accountability should also lie with the developers of the media synthesis machine. This is because the mechanism of harm does not stem solely from its deployment but is also due to the multiple design choices that went into building the model to begin with. AI companies need to be responsible for their data collection, data labor, model development, and evaluation. These all play a role in harms that are downstream from the large models themselves. 

               
               In terms of meaningfully protecting the rights of individuals, however, beyond accountability we also need recourse: the ability
                  to set things straight, without undue delay, in the face of automated decisions. This is nontrivial, especially where automation
                  is used to reduce the number of workers hired, precisely because automation can speed things up. When the automation is working
                  well, that’s a benefit. But when it is producing harmful outputs, we are faced with scaling up harm. Again, this is not a
                  new observation. Another slide50 attributed to the same IBM presentation reads, “Putting a bad system on line is like pouring gasoline into a fire.” Rather
                  than using automation to reduce staff hours, we should be requiring that whenever automated systems are set up that affect
                  critical areas, such as people’s health, education, or employment, sufficient staff should be available to handle cases where
                  system output leads to harm.
               

               
            
            
               Data Rights and Data Minimization

               The modern technological paradigm for producing so-called AI systems requires relentless scale, both in terms of the size of the models and their datasets. This means that in order to get ahead, AI firms have to amass data at scales that would be prohibitively expensive to achieve carefully and ethically. Instead, AI firms are training their models with anything that isn’t nailed down on the web. Those web pages include reams of news articles and Wikipedia pages, but also plenty of data from individuals, including their personal information, pictures and faces, voices, and writing. These companies have abrogated the trust of the open web and in doing so, have accelerated the need for personal data rights. Widespread displeasure with this behavior can be seen in the way that many websites have quickly updated their robots.txt file—a trust-based convention for managing web crawling—to prohibit any web crawling at all.51 These conventions facilitated the development of the web and associated useful technology, like search engines. But trust-based
                  web conventions are hardly going to stop data-hungry firms without consequence-bearing regulation backing them up.
               

               
               There needs to be a framework for the protection of people’s individual data. In the European Union, a comprehensive piece
                  of legislation passed in 2016 called the General Data Protection Regulation, or GDPR, prevents companies and governments from
                  keeping user data indefinitely, requires those institutions to make a case for why they need user data, and allows people
                  to have some semblance of control of what happens to their data52. Unfortunately, there’s no such federal legislation in the United States, although there is bipartisan agreement that it
                  is necessary53 and several states have laws54 on the books that protect individual data. For instance, California’s Consumer Privacy Act (2018) offers the right to know
                  if a business has collected data on them, a right to delete those data, and a right to opt out of data collection.55 Illinois’s Biometric Information Privacy Act (2008) is more stringent, requiring written consent to have biometric personal
                  data (i.e., fingerprints, facial pictures, DNA, retinal scans, and voiceprints) collected at all.56

               
               Even better than providing people with rights to their individual data is abiding by the principle of data minimization. Under a regime of data rights, people have some recourse if something goes wrong at the company, such as a privacy leak, or having the right to opt out of a software service. But there would be fewer privacy leaks and invasions of privacy if companies didn’t have those data to begin with. Data, once collected, can become dangerous, even if the data is supposed to be stored only on the device in question. So we need both data minimization regulations to prevent companies from collecting and holding our data, and we need to cultivate suspicion of any product predicated on massive data collection. 

               
               This is nicely illustrated by the feature called “Recall”57 that Microsoft announced in June 2024. This system takes a screenshot of user activity every five seconds in order to offer
                  a setup that Microsoft advertises as “Just describe how you remember it, and Recall retrieves the moment you saw it.”58 The tool uses “AI” to process the images. Although the company is slim on details, their documentation discusses Optical
                  Character Recognition59, in fact quite an old technology, which is used to extract text from images. Microsoft CEO Satya Nadella talked up60 the fact that the data is only stored locally, on the user’s own device. This would seem like a privacy win, but security
                  researchers quickly showed how the data could be accessed remotely—and that doesn’t even include cases where the malicious
                  person accessing the data is in the user’s own home. Imagine a victim of intimate partner violence searching for information
                  on how to leave their abuser, even carefully using incognito mode on their browser and clearing their search history, all
                  for naught because their abuser can search “Recall” to see what they’ve been up to. This episode shows that above and beyond
                  comprehensive privacy law, protecting data rights will require a shift in what kinds of data we allow companies to collect
                  in the first place, even on our own devices.
               

               
            
            
               Labor Protections

               A key point in the AI hype that has every boss salivating is how much these tools are supposed to increase productivity, with fewer workers. But this has put workers on the back foot, fighting against threats which have been career-ending for many. The strongest counter to employers attempting to displace workers has been from unions who have met the challenge head-on, from the Writers Guild of America and the Screen Actors Guild (SAG-AFTRA) winning contracts that give workers more control over where and when these tools are deployed,61 to National Nurses United organizing against the encroachment of generative AI in the clinician’s office62. These workers have emphatically rejected so-called AI tools as replacement for their labor without their control and consent.
               

               
               In some cases, employers floating the possibility of AI entering into workplaces has become a mobilizing factor itself. For
                  instance, as Alex O’Keefe, a writer for the award-winning FX comedy The Bear, has said63, that although Hollywood writers originally focused on striking due to the poor residuals paid by streaming services like
                  Netflix and Hulu, AI quickly became a lightning-rod issue across many professions, one that writers, actors, and stagehands
                  could all stand in solidarity against. Like the writers and actors, pay is a major issue, but so is the potential of video-production
                  tools like OpenAI’s Sora to threaten stage and set design careers.64 AI has become a galvanizing issue across the entertainment industry and we are seeing more labor organizations take note
                  of the potential threats of automation.
               

               
               Unfortunately, most of the workers in the United States are not unionized. Despite the “Hot Labor Summer”65 of 2023, the Bureau of Labor Statistics reports that only 10 percent of U.S. workers are unionized, with 32.5 percent in
                  the public sector, compared to 6 percent in the private sector.66 Unionized workers can and should set the standards for the rest of their sectors, and existing unions should be strengthened.
                  But we also need to lower the bar for unionization and create stronger protections across sectors for all workers. This depends
                  on strengthening existing regulatory bodies both by executive order and by passing new laws.
               

               
               The Protecting the Right to Organize (PRO) Act would help with some of this within the U.S. This piece of legislation would
                  be the biggest expansion of labor rights since the New Deal67. Among other pro-worker protections, it would help with worker misclassification: gig workers like Uber, Lyft, and DoorDash drivers, many of whom deal with algorithmic management of their livelihoods, would no longer be legally classifiable as independent contractors and instead would be considered to be employees of those companies68. As employees, they then would be eligible for more worker protections. This may also discourage employers from downsizing
                  their full-time employees, only to hire back workers as independent contractor replacements who are there only to clean up
                  and babysit AI tools.
               

               
            
            
               Better Living Through Regulation

               Venture capitalists and CEOs looking to make more money by disrupting more markets like to argue that regulation “stifles
                  innovation.” But the contrary is actually true: effective regulation channels innovation towards what is broadly beneficial
                  rather than just what makes the rich richer. It challenges and inspires the creativity of entrepreneurs, rather than giving
                  them a free rein to chase the current flashy trend. It also guards against potential corporate liability down the line for
                  intellectual property, privacy, or labor violations. These benefits come from regulation imposed through governance and from
                  pro-worker collaborative governance between labor unions and corporate management. They notably won’t follow from “self-regulation”
                  by corporations. Prosocial applications of automated pattern matching are possible, provided we follow some principled guidelines.
               

               
            
         
         
            Building Socially Situated Technology

            Let us be clear: we are not anti-technology, not even technology that involves the kind of pattern-matching algorithms used in “AI” systems. But we want to see technology that is designed with an understanding of both the needs and values of the people using it and of those it might be used on. In other words, we want technology that is created to strengthen and empower communities, not technology that reproduces and enables systems of oppression, consolidation of power, and environmental devastation. 

            
            First, the applications should be narrowly scoped, which means they should do one thing very well, rather than supposedly
               doing many things. That means we reject untestable “everything” machines that are marketed as “general purpose technologies”.
               Instead, we want to see specific tools geared towards specific tasks. An example of a specific task for image processing is
               determining which parts of a photo should be in focus. An example of a specific task for language processing is machine translation.
               Considering what kind of data is required to build such applications brings us to our second guideline.
            

            
            Applications should also be designed with respect for data rights, allowing, for example, consumers to gain information about
               their physical activity during a day without also sharing that data with a multinational corporation, a shady data broker,
               or whoever else would pay for it. The most beneficial technologies are developed with (or better yet by) the stakeholders
               most impacted by them, such as Te Hiku Media’s work69 on developing speech and language technologies for the te reo Māori indigenous community in Aotearoa New Zealand, while maintaining
               community guardianship of the training data and resulting tech. All of these properties entail a shift of power (and capital)
               away from the type of tech entrepreneurs whom venture capitalists usually favor and towards people who better understand the
               social context of the technology they seek to build.
            

            
            Lastly, people need the ability to choose when they want to be subject to automation. The simplest answer is that people should
               have the right to not be evaluated by a machine. This is similar to the EU’s General Data Protection Regulation, which holds
               that people have a right to be forgotten70, that is, not represented in data if they do not wish. People should have the ability to opt out, or better yet, be asked to opt in, while maintaining the right to revoke that consent at a later point.71

            
            At no point, however, does calling any of this technology “AI” help. This term obscures how systems work (and who is using
               them to do what) while valorizing the position and ideas of power holders. Speaking instead about automation and data collection
               helps to make clear who is actually being benefited by this technology, and how. If we are to create a future that is populated with technologies
               we want, we “can’t only critique the world as it is,” as science and technology scholar Ruha Benjamin has written; we also
               “have to build the world as it should be to make justice irresistible.”72 Part of that vision means technology ought to be created with full participation of the people it impacts. Following disability
               justice advocates73, we say “nothing about us, without us.”
            

            
         
         
            Strategic Refusal

            Never underestimate the power of saying no. Just as AI hypers say that the technology is inevitable and you need to just shut
               up and deal with it, you, the reader, can just as well say “absolutely not” and refuse to accept a future which you have had
               little hand in shaping. Our tech futures are not prefigured, nor are they handed to us from on high. Tech futures should be
               ours to shape and to mold.
            

            
            We draw from many movements—including the Luddites, Black and Indigenous movements, and feminists—who have led the way on
               this point for decades before. The Luddites, as we discussed in Chapter 3, weren’t against technology, but they were against
               technology that did not serve them. The modern Luddite movement views technology74 through the same light: enough with the promises of the future. We’re the ones who are having the figurative screws turned against us. In the same way, Black and Indigenous movements have called for refusals—of being studied or “included” without being at all consulted or respected as full members of humanity75. And feminists—in particular, feminists of technology and data justice—have refused to have their data used to feed the Big
               Tech machine. In their Feminist Data Manifest-No76, a group of feminist scholars outline a set of refusals—including of rampant data collection, racialized and gendered violence
               that data collection and data-driven systems foster, and unfettered monetization of those data—and commit instead to a set of practices that center control over one’s life, taking back power from corporate entities, systems of
               relationality and reciprocity, and technologies that are based on thriving.
            

            
            For AI boosters, the fully automated AI future is always just about to arrive. In 2023, Elon Musk said77 his Teslas would have Full Self-Driving mode by the end of that year. Geoff Hinton proclaimed78 in 2016 that we should stop training radiologists, because AI systems will soon be able to read medical images better than
               a human technician can. Meanwhile, rather than providing self-driving cars, Tesla has given us false advertising about self-driving
               mode, resulting in hundreds of crashes79, and the Bureau of Labor Statistics has projected80 a 6 percent growth in medical imaging jobs (including radiologists) from 2022 to 2033, faster than the average across all
               industries. The AI project has always been more fantasy than reality, starting from the field’s origins and the optimistic
               salesmanship of Minsky, McCarthy, and friends during that 1956 summer at Dartmouth. Jenna Burrell, a science and technology
               scholar and former director of research at Data and Society, has called this81 the “ever-receding horizon of the future,” which creates an urgency and a sense of hype about the next promised technology,
               while Anna Lauren Hoffmann has critiqued82 the metaphor of AI systems being in their “childhood”—we only need teach them better!
            

            
            We should stop giving AI boosters the benefit of the doubt. They are indexing their fortunes—and mortgaging ours—on a future that doesn’t exist and that won’t suit us at all. We lift up calls for refusal and encourage you to add your own no to the growing chorus. 

            
            We don’t have to accept technologies that will do us harm, no matter how well they are tested or honed. Some technologies—like
               facial or emotional recognition—should be objected to on the grounds of what they are intended to do, and how they dehumanize
               and rank individuals. Media theorist and activist Zoé Samudzi, recognizing the landmark research83 by Joy Buolamwini and Timnit Gebru that facial classification systems are bad at recognizing Black faces, writes that these
               systems can never be made84 to recognize Black humanity: “The problem is that [B]lack people are simply not human enough to be recognized by the racist
               technology created by racist people imbued with racist worldviews.” Sarah T. Hamid, policing tech campaign lead of the Carceral
               Tech Resistance Network, echoes this sentiment85:
            

            
            
               These technologies are not incidentally racist. They are racist because they’re doing the work of policing—which, in this country, is a racist job. There has been
                  a lot of work devoted to proving that particular algorithms are racially biased. And that’s well and good. But there was no
                  question that these algorithms were ever not going to be racist.
               

            

            Responding to the proliferation of facial recognition systems at airports, Buolamwini and her organization, the Algorithmic
               Justice League, encourage travelers86 to just say no to the facial recognition scans by the U.S. Transportation Security Administration and Customs and Border
               Protection.
            

            
            For some people, there’s no opting out. People on the move—often fleeing war and famine—are frequently forced to give up their
               biometrics, including retinal scans, fingerprints, and blood draws, to gain access to food and shelter at refugee camps.87 But for those of us who can, we should see our interactions with technology as an opportunity to resist, to give tech companies—who grow unfettered, only to surveil and break the social contract around us—the collective middle finger. 

            
         
         
            The Grimy Residue of the AI Bubble

            In the summer of 2024, we started to see signs that venture capital is souring on AI—and since the hype is ultimately fueled,
               at least in part, by VC interest, perhaps the first inkling of the end of this bubble. That led us to ask: what kind of residue
               will the AI bubble’s popping leave behind?
            

            
            The banking and investment giant Goldman Sachs,88 estimating in early 2023 that two-thirds of jobs would be exposed to automation, with 18 percent of global work outright
               replaced by it, by June 2024 was saying the technology is nowhere near where it needs to be to replace jobs at that rate.
               Daron Acemoglu, labor economist at MIT,89 published an estimate that productivity gains from AI will be less than 0.53 percent over the next ten years. On an investment
               call after its 2024 Q2 earnings report, Alphabet CEO Sundar Pichai was grilled90 with questions about when its big bet on AI—to the tune of $12 billion per quarter—would pay off. David Cahn at VC giant
               Sequoia Capital wrote91 in June 2024 that AI firms need to turn something like $600 billion in revenue for the AI bet to pay off.
            

            
            In 2023, author and technology critic Cory Doctorow asked,92 “What kind of bubble is AI?” comparing the technology to prior cycles of hype, including the dot-com bubble, blockchain,
               nonfungible tokens (NFTs), and the metaverse:
            

            
            
               Tech bubbles come in two varieties: The ones that leave something behind, and the ones that leave nothing behind. Sometimes, it can be hard to guess what kind of bubble you’re living through until it pops and you find out the hard way. 

            

            Doctorow thinks that the residue of the bubble popping will be minimal—large models will no longer be cost-effective to train,
               but small open-source models will remain, adapted to smaller, better-scoped tasks. If that’s all that the AI bubble leaves
               behind, then we’d be in a better place for society and science.
            

            
            But we’re more pessimistic—and frankly upset—about what will be left behind once the AI bubble pops. Already, Google and Microsoft
               have sheepishly admitted93 that they are far from reaching their climate goals, due to the large investment in AI. Data center growth is putting immense
               stress on existing power grids, not to mention are turning literal Black and Indigenous bodies into grist for the mill: data
               center and electric infrastructure construction in Northern Virginia is threatening to build atop a historical cemetery of
               free Black people, formerly enslaved Black people, and Indigenous Americans94 for this insatiable machine. After the dust settles and Nvidia has stopped churning out shovels (e.g., the hardware called
               H100s95) for the gold rush, what will be left behind? Will data centers go the way of shopping malls? Likely not—they’ll be repurposed
               for other massive computing projects. But what about those climate pledges? Will they be continued to be kicked down the road?
               To 2050? To 2075? If we leave the tech companies to their own devices, they’ll likely settle for too little, too late.
            

            
            It’s not just the material infrastructure and the climate catastrophe, but the careers and industries that have been upset.
               Visual and conceptual artists have discussed how their work has all but dried up—to which OpenAI CTO Mira Murati wryly remarked96 that “maybe” such jobs “shouldn’t have been there in the first place.” In the gaming industry, there were over 10,000 layoffs97 in 2023 alone, and, in a survey of 3,000 workers in the industry, half of the respondents report that their workplace was already using AI. Generative AI has the potential to ruin what were stable careers—not because the technology can do the work effectively or as skillfully, but it can produce convincing enough synthetic media to make certain jobs seem to managers redundant or requiring less skill than before. 

            
            After the AI bubble bursts, where do these careers go? Managers and execs aren’t likely to hire back career workers to do
               the skilled labor they once did. They’ll hire more contingent laborers, doing more with less. The residue of the bubble will
               be sticky, coating creative industries with a thick, sooty grime of limitless tech expansionism. This is the fallout of venture
               capitalists and tech entrepreneurs not pausing to think about who would be caught in the blast radius.
            

            
         
         
            Keep the Next Bubble from Growing Through Collective Action and Comedy

            Our current hype cycle will end, and this bubble will burst, with luck sooner rather than later. But history shows it’s unlikely
               to be the last. Next time around, some of the names of the technologies will differ, as will the specific claims about what
               they can do, but the dynamics of hype are likely to be the same. The more people are prepared to identify and resist the hype,
               the smaller and less destructive the hype bubble will be.
            

            
            AI hype is widespread and pernicious. It is a lonely experience to feel like the only one in the room trying to push back when everyone else is caught up in a dreamland of what the technology will do for them. And the FOMO threaded through the hype makes all of this worse. The hype-mongers not only spin fantastical tales about what the tech can do, but they also work to convince you that if you don’t jump on the bandwagon, you’ll be left in the dust. Everyone on the bandwagon has to sing the same droning chant of AI mantras (“Feel the AGI!”, “Democratizing AI!”), getting louder and louder. 

            
            But resisting hype can also be empowering, grounding, and even joyful. It is empowering to reaffirm the value of our skills
               and expertise. It is grounding to lean in to the value of human-to-human connection, of being human together.98 And it can be flat-out fun to find the silliest excesses of the hype machine and deflate it, with ridicule as praxis.
            

            
            The next time you see a news headline about a new, revolutionary AI agent that will serve as your personal assistant, see
               a commercial about a tool which will help you and your child write a fan letter, or have a friend who heard a radio program
               about how Spotify’s recommendation algorithm will stage a government coup, stop, breathe, and laugh at the foolishness. Whoever
               is behind that is selling you a bill of goods. The only way we build tech that works for us is to see past the façade and
               ask what kind of future we want to create, together.
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