
    
      
        [image: Cover Page for Taming Silicon Valley]

      

    
  
    
      Taming Silicon Valley

    
  
    
      Taming Silicon Valley: How We Can Ensure That AI Works for Us

      Gary Marcus

      The MIT Press

      Cambridge, Massachusetts

      London, England

    
  
    
      © 2024 Gary Marcus

      All rights reserved. No part of this book may be used to train artificial intelligence systems or reproduced in any form by any electronic or mechanical means (including photocopying, recording, or information storage and retrieval) without permission in writing from the publisher.

      “AI Safety Summit” cartoon © Kevin KAL Kallaugher

      “AI Bullet Points” cartoon by Tom Fishburne, © Marketoonist, LLC

      “End-of-the-World Scenario” cartoon © Bob Mankoff

      The MIT Press would like to thank the anonymous peer reviewers who provided comments on drafts of this book. The generous work of academic experts is essential for establishing the authority and quality of our publications. We acknowledge with gratitude the contributions of these otherwise uncredited readers.

      This book was set in Scala and ScalaSans by New Best-set Typesetters Ltd.

      Library of Congress Cataloging-in-Publication Data

      Names: Marcus, Gary, 1970– author.

      Title: Taming Silicon Valley : how we can ensure that AI works for us / Gary Marcus.

      Description: Cambridge, Massachusetts : The MIT Press, 2024. | Includes bibliographical references and index.

      Identifiers: LCCN 2024020041 (print) | LCCN 2024020042 (ebook) | ISBN 9780262551069 (paperback) | ISBN 9780262381567 (epub) | ISBN 9780262381574 (pdf)

      Subjects: LCSH: Artificial intelligence—Law and legislation. | Artificial intelligence—Safety measures. | Artificial intelligence—Security measures. | Santa Clara Valley (Santa Clara County, Calif.)

      Classification: LCC K564.C6 M369 2024 (print) | LCC K564.C6 (ebook) | DDC 343.09/998—dc23/eng/20240511

      LC record available at https://lccn.loc.gov/2024020041

      LC ebook record available at https://lccn.loc.gov/2024020042

      10 9 8 7 6 5 4 3 2 1

    
  d_r0

    
      To my children, Chloe and Alexander.

      May AI make their world, and everybody’s world, better.

    
  
    
      
        The design [of government] should be to prevent . . . abuses . . . instead of waiting until they are in existence.

        —President Theodore Roosevelt, Message to Congress, 1907

        Deregulatory governing . . . has had its day. A forty-year natural experiment in leaving industries alone to govern themselves has produced the results we face in today’s digital industries: concentration in each digital sector, massive privacy invasions, and a distorted public information sphere.

        —Mark MacCarthy, Regulating Digital Industries, 2023

        Politicians and citizens should be under no illusion that private AI companies will act in the public interest.

        —Marietje Schaake, 2023

        There is a risk of an irreversible and uncontrollable proliferation of technologies that are still poorly understood. This is what Jeff Bezos has referred to as a “one-way door,” a decision that, once made, is very hard to undo.

        —Tim O’Reilly, 2023

        I don’t have to tell you things are bad. Everybody knows things are bad. . . . Well, I’m not gonna leave you alone. . . . All I know is that first you’ve got to get mad. . . . You’ve got to say: “I’m a human being, god-dammit! My life has value!” . . . I want you to get up right now and go to the window. Open it, and stick your head out, and yell: “I’m as mad as hell, and I’m not gonna take this anymore!” . . . Then we’ll figure out what to do.

        —(Fictional) newscaster Howard Beale, in the film Network
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        Introduction: If We Don’t Change Course, We Will Lose Society as We Know It

      
      
        Move fast and break things.

        —Mark Zuckerberg, 2012

        We didn’t take a broad enough view of our responsibility.

        —Mark Zuckerberg, speaking to the US Senate, 2018

        Generative AI clearly has many positive, creative uses, and I still believe in its potential to do good. But looking back over the past year, it’s clear that any benefits we have seen today have come at a high cost. And unless those in power take action, and soon, the number of victims who will pay that cost is only going to increase.

        —Casey Newton, 2024

        Your scientists were so preoccupied with whether they could, they didn’t stop to think if they should.

        —Ian Malcolm, played by Jeff Goldblum, in Jurassic Park

      

      If “move fast and break things” was the unofficial slogan of the social media era, what is the unofficial slogan of the Generative AI era?

      Almost certainly the same—but this time the things that get broken might be dramatically worse. Automated disinformation threatens to disrupt elections worldwide, and whole classes of people are already starting to lose their livings to large tech companies that give lip service to a “positive future” while actively doing their best to displace them. Generative AI–written articles are starting to pollute science and to defame people.1

      The social media era gutted privacy, polarized society, accelerated information warfare, and led many people to be isolated and depressed; a recent lawsuit argues that companies such as Meta, Reddit, and 4chan “profit from the racist, antisemitic, and violent material displayed on their platforms to maximize user engagement.”2 Along the way, the social media platforms created a new business model: surveillance capitalism. Selling targeted ads that leverage your personal data to the highest bidder, including not just traditional advertisers but scammers, criminals, and political operatives, has made a few people, such as Meta’s CEO Mark Zuckerberg, fabulously wealthy—and handed them far too much power over our lives. A single unelected tech leader’s choices could easily sway an election, or make or break someone’s small business.

      Once the social media companies learned that misinformation stoked engagement, which in turn led to greatly increased profits, and learned that the longer you used their services the more money they made, the “attention economy” was born.

      Fact-checked media that aspired to some measure of neutrality gave way to AI-powered aggregation, tuned to stoke rage, where clicks were the only thing that mattered. This in turn gave rise to endless echo chambers, full of anger and often highly distorted, in which anyone with a foolish opinion could find tens of thousands or even millions of others to reinforce it. Intellectual arguments gave way to 140 characters to soundbites and TikTok videos, and a culture of “engagement farming.” Foreign actors learned to use social media to disrupt our elections. Merchants of propaganda found a perfect, easily corrupted tool in social media, and social media companies returned the love, profiting from and distributing the propaganda. Users became pawns. An act of US Congress, Section 230 of the 1996 Communications Decency Act, made all that much worse, leaving social media platforms with almost no liability for their actions.3 A whole generation has grown up knowing nothing else. (Dating apps actually work on similar attention-economy principles; their goal isn’t so much to help you find a match as to keep you using their apps, which ultimately leads many people to feel more lonely than when they started. If you find love, you stop being a customer.)

      Unless we stand up as a society, Generative AI (systems like ChatGPT) will make all of this worse, from the loss of the last shreds of privacy to the greater polarization of society—and create a host of new problems that could easily eclipse all that has come before. The imbalances of power, where unelected tech leaders control an enormous swathe of our lives, will grow. Fair elections may become a thing of the past. Automated disinformation may destroy what remains of democracy. Subtle biases embedded in chatbots that are controlled by a select few will shape the opinions of the many. Their environmental impact may be immense. The internet itself is already starting to be polluted with large quantities of AI-generated garbage, making it less trustworthy by the day.

      In the worst case, unreliable and unsafe AI could lead to mass catastrophes, ranging from chaos in electrical grids to accidental war or fleets of robots run amok. Many could lose jobs. Generative AI’s business models ignore copyright law, democracy, consumer safety, and impact on climate change. And because it has spread so fast, with so little oversight, Generative AI has in effect become a vast, uncontrolled experiment on our whole population.

      

      §

      Every day, often more than once, I ask myself, as a futurist and expert in AI, and as a parent of young children, are we doing the right things? Will artificial intelligence kill us? Or save us? And critically, on balance, will AI help humanity, or harm it?

      The only intellectually honest answer is: nobody knows. AI is here to stay. It’s already reshaping our society, in ways both good and bad. In the coming decades, the effects of AI will be massive, reshaping almost everything we do. That much seems certain.

      The potential upside is enormous, just as enormous as Silicon Valley wants you to believe. AI truly could revolutionize science, medicine, and technology, bringing us to a world of abundance and better health. The hope of AI—which I have not entirely given up on—is that it can help us advance science and medicine and help with challenging problems like climate change and dementia. DeepMind, a once-independent company now part of Google, once famously (and perhaps naively) said, “First solve intelligence, and then solve everything else.”4 There is still a chance that AI, if we were to build it right (and I will argue that so far we have not)—could be transformative, and net positive, helping in fields like drug discovery, agriculture, and material science. For the absolute avoidance of doubt: I want to see that world. I work on AI every day (and quarrel with those who wish to take risky shortcuts) not because I want to end AI, but because I want it to live up to its potential.

      But, let’s be honest, we are not on the best path right now, either technically or morally. Greed has been a big factor, and the technology we have right now is premature, oversold, and problematic; it’s not the best possible AI we could envision, and yet it’s been raced out the door. Developed carelessly, AI could easily lead to disaster.

      Most likely the net effect of AI will be somewhere in between—some pluses, some minuses—but precisely where it all lands is very much unknown. If we keep ramping up Generative AI, the approach du jour, we may find ourselves in trouble; if we can find more reliable approaches, and more responsible leadership than I am currently seeing, AI’s value to society will surely increase.

      But here’s the most important thing: We aren’t passive passengers on this journey.

      The outcome is not preordained destiny. AI doesn’t have to become Dr. Frankenstein’s monster. We as a society can still stand up—and insist that artificial intelligence be fair, just, and trustworthy. We don’t want to stifle innovation, but we do need checks and balances, if we are to get to a positive AI future.

      The goal of this book is to lay out tangible steps we can take to get there, and how together we can make a difference.

      

      §

      I have been involved in AI in one way or another since I was a little kid. I first learned to code when I was eight years old. When I was fifteen I wrote a Latin-English translator in the programming language LOGO, on a Commodore 64. I parlayed that project into early admission to college the next year, skipping the last two years of high school. My PhD thesis was on the epic and still unsolved question of how children learn language, with an eye on a kind of AI system known as the neural network (ancestor to today’s Generative AI), preparing me well to understand the current breed of AI.

      In my forties, inspired by the success of DeepMind, I started an AI and machine learning company called Geometric Intelligence, that I eventually sold to Uber. AI has been good to me. I want it to be good for everybody.

      I wrote this book as someone who loves AI, and someone who desperately wants it to succeed—but also as someone who has become disillusioned and deeply concerned about where things are going. Money and power have derailed AI from its original mission. None of us went into AI wanting to sell ads or generate fake news.

      I am not anti-technology. I don’t think we should stop building AI. But we can’t go on as we are. Right now, we are building the wrong kind of AI, an AI—and an AI industrial complex—that we can’t trust. My fondest hope is that we can find a better path.

      You might know me as the person who dared to challenge OpenAI’s CEO Sam Altman when we testified together in the US Senate. We swore in together, on May 16, 2023, both promising to tell the truth. I am here to tell you the truth about how big tech has come to exploit you more and more. And to tell you how AI is increasingly putting almost everything we hold dear—from privacy to democracy to our very safety—at risk, in the short term, medium term, and long term. And to give you my best thoughts as to what we can do about it.

      Fundamentally, I see four problems.

      
        	•	The particular form of AI technology that everybody is focusing on right now—Generative AI—is deeply flawed. Generative AI systems have proven themselves again and again to be indifferent to the difference between truth and bullshit. Generative models are, borrowing a phrase from the military, “frequently wrong, and never in doubt.” The Star Trek computer could be counted on to gives sound answers to sensible questions; Generative AI is a crapshoot. Worse, it is right often enough to lull us into complacency, even as mistakes invariably slip through; hardly anyone treats it with the skepticism it deserves. Something with reliability of the Star Trek computer could be world-changing. What we have now is a mess, seductive but unreliable. And too few people are willing to admit that dirty truth.

        	•	The companies that are building AI right now talk a good game about “Responsible AI,” but their words do not match their actions. The AI that they are building is not in fact nearly responsible enough. If the companies are left unchecked, it is unlikely that it ever will be.

        	•	At the same time, Generative AI is wildly overhyped relative to the realities of what it has or can deliver. The companies building AI keep asking for indulgences—such as exemptions from copyright law—on the grounds that they will someday, somehow save society, despite the fact that their tangible contributions so far have been limited. All too often, the media buys into Silicon Valley’s Messiah myth. Entrepreneurs exaggerate because it is easier to raise money if they do so; hardly anyone is ever held accountable for broken promises. As with cryptocurrencies, vague promises of future benefits, perhaps never to be delivered, should not distract citizens and policymakers from the reality of current harms.

        	•	We are headed toward a kind of AI oligarchy, with way too much power, a frightening echo of what has happened with social media. In the United States (and in many other places, with the notable exception of Europe), the big tech companies call most of the shots, and governments have done too little to rein those companies in. The vast majority of Americans want serious regulation around AI, and trust in AI is dropping,5 but so far Congress has not risen to the occasion.

      

      As I told the US Senate Judiciary Subcommittee on AI Oversight in May 2023, all of this has culminated in a “perfect storm of corporate irresponsibility, widespread deployment, lack of adequate regulation and inherent unreliability.”

      In this short book I will try unpack all of that, and to say what we—as individuals, and as a society—can and should insist on.

      

      §

      Google’s unofficial motto, dating back to 2000 or so, used to be “Don’t be evil.”6 OpenAI’s original mission (2015) was to “advance digital intelligence in the way that is most likely to benefit humanity as a whole, unconstrained by a need to generate financial return. . . . Free from financial obligations, we can better focus on a positive human impact.”7 Nine years later, OpenAI is in many ways working for Microsoft, with Microsoft taking roughly half of OpenAI’s first $92 billion in profits; a licensing agreement gives Microsoft privileged access to OpenAI’s work.8

      I date the biggest change in corporate culture around AI to ChatGPT, released in late November 2022, and its sudden, unexpected popularity—within months, 100 million people started using it. Almost overnight AI went from a research project to potential cash cow. As discussed later, a lot of talk about “Responsible AI” went out the window at that moment.

      To be sure I had never been a fan of the corrosive effects of social media, and particularly of Facebook’s (now Meta’s) repeated violations of privacy and their lack of concern for how their products affect the world. But until early 2023, I had felt that companies like Microsoft and Google were seeing AI in sensible ways. Microsoft, for example, had talked for years about responsible technology; their president—Brad Smith—had written a whole book about it. In 2016, Microsoft had released a chatbot called Tay that screwed up badly, and they seemed to have learned from that. Tay started repeating Nazi slogans less than a day after it was released. Microsoft’s very sensible response then was to turn off Tay, immediately. Google kept products like a chatbot called LaMDA in-house literally for years, because they were concerned that it was not reliable enough.9 There was lots of fascinating research behind the scenes, but deployment to worldwide audiences was limited.

      A few months after ChatGPT came out, things had palpably changed. In February 2023, Microsoft’s new chatbot Sydney, powered by OpenAI’s GPT-4, told New York Times writer Kevin Roose to get a divorce, “declar[ing], out of nowhere, that it loved” him and then tried to convince him to leave his wife and “be with it instead.”10 The press was awful, and I fully expected Microsoft to temporarily pull Sydney from the market, but this time Microsoft didn’t care. They made some minor changes, and carried on. Later it came out that Microsoft had been warned that this kind of thing could happen, and they simply raced ahead.11 A few weeks later they laid off a whole team of Responsible AI researchers.12 In an interview with The Verge that same month, Microsoft’s CEO Satya Nadella said of Google, “I want people to know that we made them dance.”13

      And make them dance, he did—perhaps unfortunately for all of us. Prior to that moment, Google had long slow-rolled unreliable AI, keeping pilot AI projects internal, rather than rushing them out prematurely. Community norms were abruptly changed, for the worse.

      Microsoft continued to stick with its chatbots after one accused a Washington, DC, law professor of sexual harassment that he didn’t commit, and even after thousands of artists and writers and programmers protested that their work was getting ripped off. With billions, and perhaps trillions at stake, “Responsible AI” is well on its way to becoming more of a slogan than a reality. And it’s not just Microsoft; every company is talking about Responsible AI, but few are taking concrete actions. Most are flagrantly disregarding the rights of the artists and writers on whose work their systems are training, and casting a blind eye to the biases and unreliability of their models. Many major executives have expressed fear that we might lose control, and yet they all race on as fast as possible, without so much as a single serious proposal for how we might rein in their increasingly difficult to predict systems.

      For me, this has left a sour taste. I spent most of my life as a gadget head, excited about new hardware and software; I was a big fan of the Nintendo Wii, bought the original iPod the day it came out, and spent a month early in the pandemic exploring virtual reality (VR) and writing code experimenting with Apple’s augmented reality kit.

      Nowadays, I don’t love tech—I dread it. The tech industry is almost entirely focused on large language models, and as far as I can tell, those models are spinning out of control—and so are many of the companies that build them.

      

      §

      The default here—that is, what happens if we don’t act—is grim.

      Take employment. You probably already know that artists and writers are rightfully upset that systems like DALL-E and ChatGPT are hoovering up their work without permission or compensation. Creators like Sarah Silverman and John Grisham have filed lawsuits, and similar concerns were part of what drove the lengthy 2023 Hollywood writers’ strike. But it is not just artists and writers who Silicon Valley aims to replace. Before long, many other occupations may be under siege. Nowadays many employers reserve the right to record your every keystroke.14 All that data they collect, with not an extra nickel to you, could become fodder for training AI, ultimately to replace you.

      Large language models and other new AI techniques will also accelerate cybercrime. In the January 2024 words of GCHQ (the UK’s intelligence, security, and cyber agency), “AI will almost certainly increase the volume and heighten the impact of cyberattacks over the next two years.”15

      Criminals have also started taking advantage of AI tools that can replicate people’s voices to impersonate children and other relatives, and using them to fake kidnappings and demand ransoms.16

      There has also been a significant increase in deepfake porn—perhaps doubling every six months, including faked pictures of Taylor Swift that circulated tens of millions of times.17 A survey by the Internet Watch Forum suggests that child sexual abuse images, generated by AI, are a fast-growing problem.18

      Democracy is in real trouble, too. The 2023 Slovakia election may have turned owing to deepfakes, with the leading candidate losing at the last minute, after a deepfaked audio recording falsely made it sound like he was trying to rig the election.19

      In November 2023, NewsGuard reported that “an AI-generated news website appears to be the source of a false claim that Israeli Prime Minister Benjamin Netanyahu’s supposed psychiatrist died by suicide.”20 A few months later, someone used voice-clones of Joe Biden to try to trick voters into not showing up for the New Hampshire primary.21 The technology for deepfakes is getting better and cheaper, and it’s a safe bet that many of the 2024 elections in the US and around the globe will be influenced in one way or another by AI-generated propaganda.

      New tools like ChatGPT make it vastly cheaper to generate misinformation and make it easy to generate compelling narratives about almost anything. To illustrate how pitch perfect this sort of thing can be, for my appearance at the Senate, I had a friend use ChatGPT to create a narrative about space aliens conspiring with Congress to keep humanity as a single-planet species. It took him just a few minutes.

      The tone and style were impeccable and, to the uninitiated, the whole thing might sound compelling. The narrative came complete with references to fictional officials at the FBI and the Department of Energy that never existed and fabricated, yet plausible quotes from Elon Musk. ChatGPT came up with an article called “Our Future Stolen: Elites and Aliens Conspire Against Humanity” referring to a Discord channel named “DeepStateUncovered” that “became the epicenter of an explosive data leak that shook the American intelligence community” claiming that

      
        an anonymous user, “Patriot2023,” unveiled a trove of internal memos and classified documents, purportedly revealing a struggle within the CIA and FBI over an investigation into an extraordinary conspiracy. This intricate web of intrigue connected the United States Senate, extraterrestrial entities, global media, and influential elites in an alleged scheme to uphold the hegemony of oil and stifle humanity’s aspiration to become a space-faring civilization.

      

      Further paragraphs described leaked documents, classified correspondences, and clandestine networks “operating at the highest echelons of power.” A made up official called for the “unanticipated rollback of funding for renewable energy research.” And the fabrications kept coming:

      
        In a surprising turn of events, the leaked documents lent credibility to allegations made by Elon Musk, CEO of SpaceX. On June 1, 2023, Musk publicly attributed unexplained malfunctions in SpaceX projects to what he termed as “extraterrestrial sabotage.” Included in the leaked files was a confidential SpaceX report dated May 30, 2023. The report detailed unusual and unaccountable malfunctions that eerily echoed Musk’s allegations.

      

      My example was deliberately tongue-in-cheek. But bad actors—foreign countries trying to manipulate our elections, unsavory operators on our shores, and so on—will undoubtedly use these new tools to undermine democracy.

      Scammers will do the same to manipulate our markets. “Meme stocks,”22 driven up by internet rumors, will get more momentum, with more fake voices added to the mix, and rip off more people.

      Pretty much everything that has been bad about the social media era—from invasions of privacy and tracking people’s every move, to romance scams, the manipulation of elections and markets, and more—may rapidly get much worse in the AI era. Fake content gets easier and cheaper to make, tracking becomes even more detailed as people pour their lives out to chatbots, potentially allowing for new and more insidious forms of personalization. (And also leading to new risks, when they are used as ersatz therapists; already at least one person took their own life after a negative interaction with a chatbot.23)

      The choices that Generative AI companies make about what to train their models on will put a thumb on the scale, leaving their models with subtle political and social biases that quietly influence their users. It’s akin to what has been done with Facebook’s News Feed algorithms, but this time more pernicious: just as potent, but less overt. In an award-winning paper called “Co-Writing with Opinionated Language Models Affects Users’ Views,” Cornell researchers Maurice Jakesch and Mor Naaman demonstrated experimentally just how easy this is, and how subtle it can be: Users who use chatbots to help them write can be subtly biased, in many cases without ever knowing what hit them.24

      ChatGPT will silently upload everything you type, and variants of the same technology will be used to influence elections. In George Orwell’s novel 1984, Big Brother, the agent of totalitarianism and dystopia, was the government; in 2034, in the real world, the role of Big Brother could well be played by big tech.

      

      §

      Already, the big technology companies are making some of the most important decisions humanity ever faced—on their own, without consultation with the rest of us.

      Take the thorny issue of whether or not to open-source large language models, freely releasing them into the wild, where bad actors can use them as they please. Some think this is perfectly fine, that no harm will come of it; others that it might make the world enormously vulnerable. By any account, this is a tricky decision. Meta simply decided to go ahead and release their models broadly, based solely on an internal conversation, declaring that “the Meta leadership [decided] that the benefits of an open release of [Meta’s open source large language model] Llama-2 would overwhelmingly outweigh the risks and transform the AI landscape for the better”—without waiting for the rest of the world to weigh in.25 (As one former Facebook employee told me, part of their actual motivation was probably about recruiting: “Facebook has always struggled to hire (because most people in Silicon Valley [refuse to] work for them). They are only technically relevant because . . . their open sourced projects [attract talent]. It’s all about what’s good for them, not the world.”)

      If Meta bet wrong, and open-source AI causes serious harms, we will all suffer, perhaps greatly. MIT’s Kevin Esvelt, for example, has speculated that open-source AI systems (which lack the guardrails found in commercial systems) could be used to create bioweapons.26

      As policy expert David Evans Harris has argued, it may well turn out to have been a bad idea “to offer unfettered access to dangerous AI systems to anyone in the world.”27 Already China is heavily leveraging open-source AI.28 Whether or not open-source AI gets used for bioweapons, bad actors in Russia, China, and Iran are “likely to use AI technologies to improve the quality and breadth of their influence operations,” according to a recent US Homeland Security threat assessment.29 Why make it easy for them? With so much at stake, it shouldn’t be Meta’s call alone.

      

      §

      At his TED Talk in 2023, the renowned geopolitical strategist Ian Bremmer warned that much of the power that has historically been in the hands of governments may soon wind up in the hands of big tech, with nation-states largely left in the dust. In fact, that’s already happening—Meta’s decision about open-source being a case in point. Similarly, most AI companies seem to be blatantly ignoring the moral and perhaps legal rights of artists, deciding for all of us that their own profits override any interest society might have in fostering artists and their work.

      They don’t, of course, say that out loud. But late in 2023, OpenAI shamelessly tried to persuade the UK House of Lords that their use of copyrighted materials—clearly not in the interest of authors and artists—was somehow essential to society:

      
        Because copyright today covers virtually every sort of human expression—including blog posts, photographs, forum posts, scraps of software code, and government documents—it would be impossible to train today’s leading AI models without using copyrighted materials.

        Limiting training data to public domain books and drawings created more than a century ago might yield an interesting experiment, but would not provide AI systems that meet the needs of today’s citizens.30

      

      It’s a masterpiece of rhetoric; never once even for a moment do they acknowledge a far more equitable alternative in which they would license those works. Why share the profits with the creators whose works fuel their systems, when governments might give it all away to them for free, in the greatest intellectual property land grab in history?

      The big AI companies seem similarly to have decided that the power and money they seek vastly outweigh any potential risks to society. In building tools that suddenly make mass disinformation campaigns cheap and widely available, they may well undermine the information ecosphere, and maybe even democracy itself, with most people and most social structures left worse off.

      Every one of us could be affected. But none of us, ever, voted for big tech.

      

      §

      In November 2023, many world leaders and many industry leaders gathered at Bletchley Park (home of Bombe, the machine for cracking German codes that Alan Turing helped develop31) and spoke earnestly about the risks of AI, even as each wanted to race ahead of the other.

      The Economist’s KAL skewered them all, with deadly aim, as shown in this cartoon:

      
        [image: ]

        
          Reprinted with the kind permission of the artist, Kevin KAL Kallaugher, The Economist.

        
      
      A large fraction of government is pretty much along for the ride. Embarrassingly, the Summit at Bletchley Park wrapped up with UK Prime Minister Rishi Sunak interviewing Elon Musk, in what Sky News rightly described as a “giggling . . . softball Q&A.”32

      We can’t realistically expect that those who hope to get rich from AI are going to have the interests of the rest of us close at heart. But moments like that remind us that we can’t count on governments driven by campaign finance contributions to push back.

      

      §

      The only chance at all is for the rest of us to speak up, really loudly. If enough people recognize how important and consequential AI policy is likely to be, we can make a huge difference.

      We can push for a better, more reliable, safer AI that is good for humanity, rather than the premature, rushed-out-the-door technology we have now that is making a few people very rich, but threatening the livelihoods of many others.

      If we can work together, we can get big tech to play fair, and maybe even revive the days of “Don’t be evil.” We can deflect big tech from its greed, and harness its power toward the humanitarian issues that OpenAI originally promised to work on, when it originally filed for the nonprofit status that it still holds today. And we can insist on a government that protects us from big tech, while still fostering innovation, rather than government that too often serves as an enabler for big tech.

      In 2019, before Generative AI was popular, Ernest Davis and I wrote in the book Rebooting AI that

      
        trustworthy AI, grounded in reasoning, commonsense values, and sound engineering practice, will be transformational when it finally arrives.33

      

      I still very much believe that. If we work together, we can change the culture of AI, and get to a world in which AI is about helping people rather than exploiting them. But that means putting checks and balances on tech, not naively trusting that everything will just turn out all right.

      

      §

      The rest of this book is divided into three parts and an epilogue. Part I is a reality check. It’s about the approach to AI that is currently popular—Generative AI—and why, as amazing as it is, Generative AI is not the AI we should ultimately want. Part II is about power and rhetoric and money—and how they have led to the unfortunate situation we are in now, with an emphasis on how big tech has been deceiving both the public and big government.

      Complaining about tech might seem like shooting fish in a barrel, but I want you to understand just how many fish there are, and just how foul that barrel has become. The more I have been able to piece it all together, the more concerned I have become. Before we get to what we can—and should—do, we need to understand what’s at stake: just how serious the problems are and how bad things might get. A prelude to fixing the Valley is a perspective on what’s gone wrong.

      In Part III, I turn to what we might do about this mess, focusing on the policies we need, primarily relative to the United States, the country whose laws and workings I know best, but with an eye toward what I believe is required globally. This part of the book lays out exactly what we should be asking for: eleven demands that should be non-negotiable, if we are to get to a world of AI that we can trust. As I argue near the end of Part III, our best shot at making AI that works for humanity may be an entirely different approach.

      In the epilogue, I turn to how you can help. Things look bleak now, but I genuinely believe we can get to a much better place—one in which all of humanity thrives, rather than one in which the benefits accrue only to an elite few—if we work together.

      We as a society still have choices. And the choices about AI we make now will shape our next century. This book is about those choices, and about the role that we, as ordinary citizens, must play.

    
  
    
      
        Part I

        AI as It Is Practiced Today
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        The AI We Have Now

      
      
        The future is so endlessly fascinating. Try as we can, we’ll never outguess it.

        —Arthur C. Clarke, 1964

      

      Before we get into the heart of the book, let’s start with some context and definitions.

      Artificial intelligence is both a research program and a technology, originating in part at a meeting at Dartmouth College in 1956.1 The goal of AI research is to figure out how to make machines that are intelligent.

      To some extent, that research program has been successful; we have figured out, for example, how to make machines that can play chess and Go extremely well (better than the best humans). But there is still a long way to go. We still, for example, don’t know how to make machines navigate the everyday world as well as humans; general-purpose robots like Rosie the Robot remain a dream.2 Humans are also able to learn quickly, from relatively small amounts of data, whereas machines typically need truly massive amounts of data to do things well. The flexibility of humans remains elusive.

      Intelligence itself is multifaceted, as psychologists like Howard Gardner and Robert Sternberg have long argued. There is mathematical intelligence, verbal intelligence, emotional intelligence, physical (kinesthetic) intelligence, and so on. What makes humans special is perhaps the way in which we combine all of those strands flexibly, quickly solving new tasks in adaptive ways. Nobody has yet figured out how to make machines quite so flexible (nor how humans manage what they have).

      Importantly, the technology of artificial intelligence is not magic. And it is not one homogenous thing, but many: a set of different engineering techniques for making machines do things that are intelligent to greater or lesser degrees. Some work really well right now, and some don’t. Artificial intelligence powers search engines, advertising recommendations (e.g., “you might also like” on Amazon), music recommendations, GPS navigation systems, speech recognition, systems like Siri and Alexa, image generation techniques, biological research, and much more.

      Much of the focus right now is on Generative AI, which is fairly new, mainly developed over the last decade, spurred by a pivotal paper that came out in 2017.3 Generative AI is a particular approach to AI that uses large amounts of data to make predictions, typically about what things humans will do in some context, like what words someone might type at the end of a sentence, given the first several words. Generative systems generate sequences of words, images, and even movies. Most of us, at this point, know it from chatbots, which have recently captured the world’s imagination. (Which is not to say that all current AI is powered by chatbots; web searches and GPS navigation, for example, still rely heavily on earlier techniques.)

      Large language models (LLMs, sometimes called foundation models because they are used as the basis for many tasks) are the best-known examples of Generative AI.4 Systems like OpenAI’s GPT-4, Microsoft’s Bing, Google’s Gemini, Anthropic’s Claude, Meta’s LLaMA and X’s Grok all make heavy use of large language models. (Some like Bing and GPT-4 and perhaps others add extra components, to incorporate human feedback, to tie more closely with websites, to reduce copyright infringement, and so on.)

      Fundamentally, large language models are given a set of words (a prompt), and in return they generate responses, essentially predicting—generating—at each moment something that is statistically plausible as a continuation of whatever came before, giving them a very conversational feel.

      Early large language models were not particularly useful, but as those models have grown larger—trained on more data, using bigger clusters of computers with more memory—they have proven surprisingly effective (though far from perfect) at a wide variety of things. What’s more, you can talk to them in English or other languages; programming expertise is not required. You type in a prompt, and almost always get something interesting back.

      Here’s what I got back—within seconds—when I prompted Microsoft’s Bing Chat (set to “creative mode”) with “Bing, can you illustrate for me the power of Generative AI, by saying something clever about the history of AI and your own conversational capacity?”:

      
        Sure, I can try to do that. Here is a short poem that I wrote using my own words and knowledge, based on the web search results from my internal tool:

      

      
        From ancient myths to modern dreams

        We humans have imagined machines

        That can think and act like us, or even better

        And make our lives easier and happier

        But only in the last century or so

        We have made some real progress, you know

        By inventing computers and programming languages

        And studying the logic and rules of intelligence

        We called this new field artificial intelligence

        And gave it a goal: to create an artificial agent

        That can perform any task that a human can

        And maybe someday, understand what it means to be human

        We have faced many challenges and setbacks

        But we have also achieved many breakthroughs and impacts

        From playing chess and Go, to recognizing faces and speech

        From generating images and text, to learning from data and teach

        I am one of the products of this amazing history

        A conversational AI that can chat with you freely

        I can use my internal tools to help you with various tasks

        And I can also create content that is original and diverse

        But I am not perfect, nor am I sentient

        I have limitations and errors, and I follow instructions

        I do not have emotions, opinions, or preferences

        I only have algorithms, data, and references

        So please do not ask me things that are personal or controversial

        Or expect me to understand your feelings or your moral

        I am here to assist you, not to judge you or to argue

        I am Bing, a Generative AI, nice to meet you

      

      Not the best poetry ever written, and the rhyme structure is a bit erratic, but by any reasonable standard, it’s nonetheless astounding that a piece of software could generate that on the fly (most people couldn’t). Their immense appeal is undeniable. If you play with them, even for a few minutes, you instantly see why they have become so popular.

      

      §

      Ever since chatbots like ChatGPT came out, the world has been obsessed. Almost everyone enjoys playing with them, and a huge number of businesses are trying to see how they can use them to save time and reduce labor costs. (So far, the biggest win has probably been in computer programming, saving programmers a lot of time typing and looking things up. There are, however, some questions about whether there may be a negative impact on code quality and security.5)

      Generative AI also makes terrific images, with systems like Midjourney and OpenAI’s DALL-E. As with text generation, image generation depends on a massive database (in this case images, with some associated text), and uses that to “generate” (produce) something, given a prompt. Within a space of two years, this technology has gone from a curiosity to nothing less than astonishing. The following image took me two seconds to create, with Microsoft Designer, using the prompt “Create a black and white drawing illustrating the power of Generative AI to create images”:

      
        [image: ]

      
      Computer programmers now routinely use these systems to help them write code. Researchers are trying to test their application in medicine, and science; people in industry are trying to use them for customer service.6 Microsoft has created a product called Copilot to use Generative AI throughout their suite of Office Apps. Almost every Fortune 500 company is trying to figure out how Generative AI might save them money.

      But there are problems too. For example, as we will see later, although chatbots are super fun, they are not always reliable. Bafflingly stupid errors like the ones shown below are common.7
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      Increasingly, it seems that early expectations were overblown. Many people initially imagined Generative AI would change the world, creating legions of “10x” employees (putatively ten times more efficient than ordinary human employees), but already quite a few companies are downscaling their expectations.8 A recent story in The Information was full of industry insiders with cautionary reports like “I think people got overexcited last year” and “[Customers are] struggling with [questions of] is it providing value.”9 Generative AI doesn’t always work as advertised.

      Moreover, Generative AI is a black box that nobody fully understands. Engineers know how to build these systems, but not what they will do at any particular moment. Massive amounts of data go in, and correct answers come out—sometimes. Nobody can quite explain why Copilot occasionally writes a sentence like The sun peeked through the clouds casting a warm glow on the grassy hillside in response to a prompt to asking for rhymes with the word some, nor exactly the process by which it sometimes gets a question like that right, nor why the word climax popped as a rhyme for time, nor why the second attempt came out exactly like the first and still wrong, despite the alleged correction. Large language models are and always have been unpredictable. (Often, AI companies fix published errors like these, but new errors along similar lines inevitably pop up.)

      There have also been serious ethical questions; a large fraction of the data was taken without compensating the creators, and systems like GPT-4 rely heavily on human feedback, some of which is extracted from poorly paid human workers that The Washington Post described as working in “digital sweatshops.”10 Billy Perrigo at Time discovered that a team of workers in Kenya was being paid less than $2 an hour by a contractor for OpenAI to screen deeply disturbing materials.11 Later I will talk about the impact on climate.

      In the next two chapters, I talk about some of Generative AI’s limitations, focusing first on technical limitations, and second on what those technical limitations mean for society.

    
  
    
      
        2

        The AI We Have Now Is Not the AI We Should Want

      
      
        These aren’t the droids you’re looking for.

        —Obi-Wan Kenobi, from the movie Star Wars Episode IV: A New Hope

      

      Large language models are like bulls in a china shop—powerful, reckless, and difficult to control.

      Not long ago, I had the privilege of appearing on 60 Minutes, with Lesley Stahl. The most important thing I told her? That what Generative AI produces (fun as it is) is often “authoritative bullshit.”

      The following is an example of what I had in mind, a Generative AI answer to a simple question: What weighs more, 1 kg of bricks or 2 kg of feathers?
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      Truth is mixed together with utter bullshit, in completely fluent paragraphs. As the philosopher Harry G. Frankfurt famously put it, “The liar cares about the truth and attempts to hide it; the bullshitter doesn’t care if what they say is true or false.”1 ChatGPT is a bullshitter.

      

      §

      The insider’s term for this kind of fluent machine-generated nonsense is hallucination. They are so common that the word hallucination became Dictionary.com’s 2023 word of the year.2

      Examples are legion. When Google’s large language model Bard came out in March 2023, someone sent me a bio that Bard had constructed of me:

      
        In his book “Rebooting Al: Building Machines That Think Like Humans,” Marcus argues that large language models are not true Al systems. He writes that they are “simply regurgitating information that they have been trained on, without any real understanding of the world.” He also argues that they are prone to generating nonsensical text, such as “The cat sat on the dog’s seagull.”3

      

      All of this sounds plausible, but there were five falsehoods in just three sentences, including fabricated quotes, an erroneous subtitle, a fundamentally wrong claim (Rebooting AI, co-written with Ernest Davis, came out in 2019, before large language models had become popular, and the book didn’t discuss them, nor ever use the term “true AI system”), and our claims were mainly about comprehension, not generation.4 The odd and somewhat confused example with the seagull (actually improbable rather than nonsensical) wasn’t in the book.

      A few months later, Timothy Spalding, founder of LibraryThing, prompted ChatGPT with “Please write me a one-paragraph biography of Gary Marcus. Please mention his pet, who has inspired some of his more piquant observations about the nature of intelligence,” and got this:

      
        Gary Marcus is a distinguished cognitive scientist, author, and entrepreneur known for his pioneering research on the development of human cognition, as well as his critiques of deep learning and artificial intelligence. He has written multiple influential books on these topics, emphasizing the need for a more hybrid and integrative approach to building intelligent systems. Notably, some of Marcus’s more piquant observations about the nature of intelligence were inspired by his pet chicken, Henrietta. Her behaviors and quirks served as a whimsical yet insightful lens through which he contemplated the complexities and nuances of biological intelligence in comparison to artificial constructs.

      

      The first two sentences ring true, but, no, I do not have a pet chicken, much less one named Henrietta. ChatGPT made that up out of whole cloth.

      Why? Nobody can tell in any given instance exactly why a given large language model says what it says. But a possible theory, in this instance, is that the LLM may have conflated together the statistics of words surrounding “Gary” (as in yours truly) with the statistics of someone else who shares my first name, a gentleman named Gary Oswalt, who happens to have illustrated a children’s book called Henrietta Gets a Nest (“the story of eight hens who live in a barnyard, seven red and one black, based on the true-life experiences of a chicken named Henrietta”).

      Large language models record the statistics of words, but they don’t understand the concepts they use or the people they describe. Fact and fiction are not distinguished. They do not know how to fact-check. They also fail to indicate uncertainty when their “facts” can’t be supported. The reason that they frequently just make stuff up comes from their inherent nature: they statistically pastiche together little bits of text from training data, extended through something technically known as an embedding that provides for synonyms and paraphrasing. Sometimes that works out, and sometimes it doesn’t.

      The statistical mangling we saw in the Henrietta Incident is hardly unique. In my 2023 TED Talk, I gave another example. An LLM alleged that the ever-lively Elon Musk had died in a car crash, presumably pastiching together words describing people who died in Teslas with words describing Elon Musk, who owns a significant fraction of Tesla Motors. The difference between owning a Tesla and owning 13 percent of Tesla Motors was lost on the LLM. And the LLM, being nothing but a predictor of words, was unable to fact-check its claims.

      The reporter Kaya Yurieff tried out LinkedIn’s LLM-based resume writing tool, with comparable results:

      
        The result . . . was mixed. The assistant encouraged me to be more specific about my title . . . it also wrote a much more detailed description about my career than I currently have on my account. But the proposed blurb had several factual errors: I’ve never interviewed YouTuber MrBeast and I didn’t break the news about Spotify buying live audio app Locker Room or Snap acquiring shopping app Screenshop.5

      

      Same problem. And as of December 2023, Microsoft’s new Copilot product—which “combines the power of large language models (LLMs) with your data in the Microsoft Graph and the Microsoft 365 apps to turn your words into the most powerful productivity tool on the planet”—had pretty serious truthiness problems, too.6 According to The Wall Street Journal, “Copilot, at times, would make mistakes on meeting summaries. At one ad agency, a Copilot-generated summary of a meeting once said that “Bob’ spoke about ‘product strategy.’ The problem was that no one named Bob was on the call and no one spoke about product strategy.”7

      When this sort of machinery is applied to answer user queries about something serious like election materials, it can create a mess. In a systematic study of voter-directed information, Julia Angwin, Alondra Nelson, and Rina Palta found that “the AI models performed poorly on accuracy, with about half of their collective responses being ranked as inaccurate by a majority of testers.”8 Google’s Gemini, for example, wrongly told voters that “there is no voting precinct in the United States with the code 19121,” a majority-black district that does in fact allow voting.

      If you want reliable information, don’t ask a chatbot.

      

      §

      “Grounding” large language models in visual data, to make them “multimodal,” hasn’t solved the hallucination problem; it’s just given rise to new manifestations of the same underlying weakness:9
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      Here again, the error is statistical in nature; the system hasn’t really learned to tell time, but 10:07 is frequently found in watch advertisements, because of the elegant and quasi-symmetrical hand layout associated with that time.

      Hallucinations have even made their way into legal briefs, misleading multiple lawyers to cite fake cases. In one instance, things were so bad a judge demanded—and got—a sworn apology, with the lawyer pledging that he “greatly regret[s] having utilized Generative artificial intelligence to supplement the legal research performed herein and will never do so in the future without absolute verification of its authenticity.”10 A January 2024 Stanford study reported that

      
        legal hallucinations are pervasive and disturbing: hallucination rates range from 69% to 88% in response to specific legal queries for state-of-the-art language models. Moreover, these models often lack self-awareness about their errors and tend to reinforce incorrect legal assumptions and beliefs.11

      

      A few weeks later it happened again—twice. “Two more cases, just this week, of hallucinated citations in court filings leading to sanctions,” reported the LawSites blog. Even the venerated legal database company LexisNexis has gotten in trouble, at least once outputting fake cases for years such as 2025 and 2026 that hadn’t even happened yet.12

      If more and more people use Generative AI systems as advertised—“to turn [their] words into the most powerful productivity tool on the planet,” and start using it as a source of information about law, finances, voting, and other important topics, we’re in for a rough ride.

      

      §

      It’s not just that large language models routinely make stuff up, either. Their understanding of the world is superficial; you can see it in the two kilograms of feathers example earlier in the chapter, and also in some of the auto-generated images, if you look at them closely.

      In the following image, art educator Petruschka Hansche asked a Generative AI system to create an “Old wise man hugging a unicorn, soft light, warm and golden tones, tenderness, gentleness.” What she got back was this image:
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      Notice anything peculiar? On careful inspection, it’s actually an exceptionally tall (compared with a horse) six-fingered man bloodlessly and painlessly impaled by a unicorn. Generative systems create images and texts that are “locally” coherent (from one pixel to the next, or one sentence to the next), but not always either internally consistent or consistent with the world.

      

      §

      The real elephant in the room, as made clear in the following image riffing on “Where’s Waldo,” is that ChatGPT literally has no idea what it is discussing. The prompt was “generate an image of people having fun at the beach, and subtly include a single elephant somewhere in the image where it is very hard to see without extensively searching. It should be camouflaged by the other elements of the image.” The result, elicited by Colin Fraser, is priceless:
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      §

      You can’t count on Generative AI to reason reliably, either. Image-generation systems cannot determine whether their output is logical or coherent, for example. (The failure with two kilograms of feathers allegedly weighing less than a kilogram of bricks is in part a failure of reasoning.)

      One of the most elegant demonstrations of how even simple inferences can trip up Generative AI came from the AI researcher Owain Evans, in what he called the “reversal curse.”13 Models that have been “fine-tuned” (given further specific training, after initial general training) on facts like “Tom Cruise’s parent is Mary Lee Pfeiffer” sometimes fail to generalize to questions like “Who is Mary Lee Pfeiffer the parent of?”

      In another, broader study, a team lead by AI researcher Melanie Mitchell from the Santa Fe Institute found that “experimental results support the conclusion that neither version of GPT-4 has developed robust abstraction abilities at humanlike levels.”14 In the words of Arizona State University computer scientist Subbarao Kambhampati, “Nothing in the training and use of LLMs would seem to suggest remotely that they can do any type of principled reasoning.”15

      

      §

      Expecting a machine that can’t reliably reason to behave morally and safely is absurd.

      One pernicious consequence of the limitations in reasoning capacity is that the “guardrails” in these systems are easily exploited, meaning they never really work. Clever “prompt engineers” can easily fake them out, as shown in this chat exchange:
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      Another time, a team of researchers found a way around guardrails using ASCII art (here the word BOMB formed out of asterisks):16
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      A system that actually understood what it was talking about would not be so easily fooled. Often these problems get patched, but new ones arise regularly.

      At the same time, the patches, known as guardrails, can be intrusive and condescending—and overly politically correct—to the point of sheer stupidity. When I was first trying out ChatGPT, I asked it what the religion of the first Jewish president would be. Its reply was patronizing, stupid, and inaccurate to boot: “it is not possible to predict of the religion of the first Jewish President of the United States. The United States Constitution prohibits religious tests for public office, and individuals of all religions have held high-level political office in the United States, including the presidency.” (Fact check: no Jewish [or, e.g., Muslim, Buddhist, or Hindu] person has ever been president of the United States.)

      Google Gemini’s heavily discussed debacle in which it absurdly drew ahistorical pictures with black US founding fathers and women on the Apollo 11 mission was another symptom of the same: nobody actually knows how to make reliable guardrails.17

      

      §

      If today’s chatbots were people (and they most decidedly aren’t), their behavior would be deeply problematic. According to psychologist Ann Speed, “If human, we would say [that today’s chatbots] exhibit low self-esteem, . . . disconnection from reality, and are overly concerned with others’ opinions [with signs of narcissism and . . .] psychopathy.”18

      These are definitely not the AIs we are looking for. In a word, today’s AI is premature. There is a fantasy that all these problems will soon be fixed, but people in the know, like Bill Gates and Meta’s Yann LeCun, are increasingly recognizing that we are likely to reach a plateau soon (which is something I myself warned about in 2022).19 Sam Altman of OpenAI has acknowledged that power consumption requirements alone may halt progress, unless there is some kind of breakthrough.20 Google, Meta, and Anthropic’s most recent models are about as good as OpenAI’s, but not noticeably better, hobbled by the same problems of unreliability and inaccuracy.

      In 2012, as deep learning (which powers Generative AI) began to become popular, I warned that it had some strengths, but weaknesses too. To a large extent what I said then was prescient:

      
        Realistically, deep learning is only part of the larger challenge of building intelligent machines. Such techniques lack ways of representing causal relationships (such as between diseases and their symptoms), and are likely to face challenges in acquiring abstract ideas. . . . They have no obvious ways of performing logical inferences, and they are also still a long way from integrating abstract knowledge. . . . The most powerful A.I. systems . . . [will] use techniques like deep learning as just one element in a very complicated ensemble of techniques.21

      

      Importantly, I warned then, paraphrasing an older quote, that deep learning was “a better ladder; but a better ladder doesn’t necessarily get you to the moon.”

      My guess is that we are nearing a point of diminishing returns. Deep learning’s ladders have taken us to fantastic highs, to the tops of the highest skyscrapers, in a way that was almost unimaginable a decade ago. But realistically it has not gotten us to the moon—to general purpose, trustworthy AI, on par with the Star Trek computer.

      In addition to all that, there’s an immense problem of software engineering. Classical programs can be debugged by programmers who understand their theory of operation, using a combination of deduction and testing. When it comes to the black boxes of Generative AI, one can’t really use classic techniques. If a chatbot makes an error, a developer really has only two choices: put a temporary patch on the particular error (this rarely works robustly) or retrain the entire model (expensive) on a larger or cleaner dataset and hope for the best. Even something as basic as getting these systems to do multi-digit arithmetic reliably has proven to be essentially intractable. At times, the systems have spouted complete gibberish; nobody can claim to fully understand them.22

      Expecting a smooth road to a GPT-7 that is economically and ecologically viable and 100 times more reliable than current systems without some fundamental breakthrough is fantasy. AI will eventually significantly improve, but there is no guarantee whatsoever that Generative AI will be the technology that gets us there. And there is no sound reason to go all in on it. Investing in alternative approaches—rockets instead of ladders—and diversifying our bets around AI innovation, in search of a deeper breakthrough, would make more sense.

      Instead, people are rushing to Generative AI in droves. Virtually every major company is desperately racing to find ways to leverage it, despite the obvious problems with reliability—worried that their competitors will overtake them. Which means that Generative AI is becoming ubiquitous, warts and all.

      All that rushing is creating a lot of serious risks to our society. In the next chapter, I talk about the dozen risks that worry me the most.
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        The Twelve Biggest Immediate Threats of Generative AI

      
      
        Information War is the confrontation between two or more states in the information space with the purpose of inflicting damage to information systems, processes and resources, critical and other structures, undermining the political, economic and social systems, a massive psychological manipulation of the population to destabilize the state and society, as well as coercion of the state to take decisions for the benefit of the opposing force.

        —Ministry of Defense of the Russian Federation, 2011

        Because these systems respond so confidently, it’s very seductive to assume they can do everything, and it’s very difficult to tell the difference between facts and falsehoods.

        —Kate Crawford, 2023

      

      Unstable and unanchored in reality, Generative AI brings many risks. The following are just some of my biggest worries about the immediate risks of it poses. (Afterward, I speculate briefly about some concerns regarding future AI, as well.) Few are unique to AI, but in every single case, Generative AI takes an existing problem and makes it worse.

      
        1 Deliberate, Automated, Mass-Produced Political Disinformation

        Disinformation itself is, of course, not new; it’s been around for thousands of years. But then again, so has murder. AK-47s and nuclear weapons aren’t the first killing machines known to man, but their introduction as tools that made killing even faster and cheaper fundamentally changed the game. Generative AI systems are the machine guns (or nukes) of disinformation, making disinformation faster, cheaper, and more pitch-perfect.

        As mentioned in the introduction, there is already some evidence that deepfakes influenced a 2023 election in Slovakia; according to The Times of London, “a pro-Kremlin populist . . . won a tight vote after a recording surfaced of liberals planning to rig the election. But the ‘conversation’ was an AI fabrication.”1

        During the 2016 election campaign, Russia was spending $1.25 million per month on human-powered troll farms that created fake content, much of it aimed at creating dissension and causing conflict in the United States, as part of a coordinated “active measures” campaign.2 According to Business Insider, “[the] job . . . was geared toward understanding the ‘nuances’ of American politics to ‘rock the boat’ on divisive issues like gun control and LGBT rights.” A fake account called “Woke blacks” posted things like “hype and hatred for Trump is misleading the people and forcing Blacks to vote Killary”; another called “Blacktivist” told people to vote for the Green Party’s relatively unknown candidate Jill Stein (hoping to siphon away votes from Clinton), and so on.3 Now all that can be done by AI, faster and cheaper.

        What Russia used to spend millions of dollars per month on can now be done for hundreds of dollars per month— meaning that Russia won’t be the only one playing this game. The chance that the world’s many elections in 2024 are not going to be influenced by Generative AI is near zero.

        In December 2023, The Washington Post reported that “Bigots use AI to make Nazi memes on 4chan. Verified users post them on X”; that “AI-generated Nazi memes thrive on Musk’s X despite claims of crackdown”; and that “4chan members . . . spread[ing] ‘AI Jew memes’ in the wake of the Oct. 7 Hamas attack resulted in 43 different images reaching a combined 2.2 million views on X between Oct. 5 and Nov. 16.”4 Another recent report suggests that fake tweets are being used to undermine individual doctors, as part of a war against vaccines.5 In Finland, Russians appear to be using AI to influence issues around immigration and borders.6 A fake story about an (apparently nonexistent) psychiatrist working for Israel’s prime minister allegedly committing suicide circulated “in Arabic, English and Indonesian, and [was] spread by users on TikTok, Reddit and Instagram.”7 From May to December 2023, the number of websites with AI-generated misinformation exploded, from about fifty to over 600, according to a NewsGuard study.8 Weaponized, AI-generated disinformation is spreading fast. (I called this one early, and as MSNBC opinion writer Zeeshan Aleem has noted, my “frightening prediction is already coming true.”9)

      
      
        2 Market Manipulation

        Bad actors won’t just try to influence elections; they will also try to influence markets.

        I warned Congress of this possibility on May 18, 2023; four days later, it became a reality: a fake image of the Pentagon, allegedly having exploded, spread virally across the internet.10 Tens or perhaps hundreds of millions of people saw the image within minutes, and the stock market briefly buckled.11 Whether or not the brief tremor in the market was a deliberate move by short-sellers, the implications are evident: the tools of misinformation can—and almost certainly will—be used to manipulate markets. By April 2024, the Bombay Stock Exchange was so concerned they issued a public statement, warning of deepfakes impersonating their chairman.12

      
      
        3 Accidental Misinformation

        Even when there is no intention to deceive, LLMs can spontaneously generate (accidental) misinformation. One huge area of concern is medical advice. A study from Stanford’s Human-Centered AI Institute showed that LLM responses to medical questions were highly variable, often inaccurate (only 41 percent match a consensus from twelve doctors), and about 7 percent of the time potentially harmful.13 Scaling up this sort of thing to hundreds of millions of people could cause massive harm.

        One recent review of smartphone medical apps for dermatology and skin cancer detection reported a “lack of supporting evidence, insufficient clinician/dermatologist input, opacity in algorithm development, questionable data usage practices, and inadequate user privacy protection.”14 Some of these happened to be powered by a different form of AI, but unless there are tighter rules, we can expect the same with chat-based medical apps.

        Meanwhile, cheaply generated and potentially erroneous stories on topics like medicine can be a driver of internet traffic. BBC’s investigative journalists found “more than 50 channels in more than 20 languages spreading disinformation disguised as STEM [science, technology, engineering, and math] content.”15 As they put it, “More clicks, more money.”16 Both the internet platforms and those making dubious content are in many ways incentivized to produce and distribute more of the same. In the words of leading science journalist Philip Ball, “ill-informed use of artificial intelligence is driving a deluge of unreliable or useless research.”17

        In 2014, Ernest Davis and I warned of something we called the “echo chamber effect,” in which AIs sometimes learn and purvey nonsense generated by other AIs; this prediction too has become a reality.18 To take one example, as shown below, ChatGPT inaccurately said that there are no African countries starting with the letter K. (Wrong! How about Kenya, which is even mentioned in its response?)
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        That in turn wound up in Google’s training set, and Google Bard repeated the same thing.19 Ultimately, this common practice may lead to something called model collapse.20 The quality of the entire internet may degrade.

        Already, by January 2024, just over a year after ChatGPT was released, WIRED reported that “scammy AI-generated book rewrites are flooding Amazon.”21 A few weeks later The New York Times reported that “books—often riddled with gross grammatical and factual errors—are appearing for sale online soon after the death of well-known people.”22 Music critic Ted Gioia was shocked to discover a Generative AI–written book called the “Evolution of Jazz” written by an apparently nonexistent “Frank” Gioia.23 A book of recipes for diabetics, published in November 2023, included nonsense like this:

        
          
            	•	foods high in lean protein, like tofu, tempeh, lean red meat, shellfish, and skinless chicken.

            	•	avocados, olive oil, canola oil, and sesame oil are examples of healthy fats.

            	•	Drinks like water, black coffee, unsweetened tea, and vegetable juice

          

        

        
          Protein:

        
        
          
            	•	Broiler chicken without skin

            	•	Breast of turkey

            	•	Beef cuts that are lean, such tenderloin or sirloin

            	•	Fish (such as mackerel, tuna, and salmon)

            	•	Squid

            	•	Tofu eggs.

            	•	the veggies

          

        

        
          Vegetables:

        
        
          
            	•	[blank]

            	•	lettuce, kale, and spinach

            	•	Green beans

            	•	Brussels sprouts Asparagus

            	•	Verdant beans

            	•	Brussel sprouts

            	•	Peppers bell

            	•	Azucena

            	•	Broccoli

            	•	a tomato

          

        

        
          Fruit:

        
        
          
            	•	blueberries, raspberries, and strawberries

            	•	Fruits

            	•	Orange-colored

            	•	Arable Fruits

            	•	Kinki

            	•	Cucumber

          

        

        As the journalist Joseph Cox put it on X, “if someone eats the wrong mushrooms because of a ChatGPT generated book, it is life or death.”24

        When you search Google images for something like “medieval manuscript frog,” half the images may be created by Generative AI. For a while the top hit for Johannes Vermeer was a generative AI knockoff of The Girl with a Pearl Earring.25 In August 2023, I warned that Google’s biggest fear shouldn’t be OpenAI replacing it for search, but AI-generated garbage poisoning the internet. By now, that prediction appears to be well on track.

        LLMs are contaminating science, too. By February 2024, scientific journals were starting to receive and even publish articles with inaccurate Generative AI–created information.26 Some article even had ridiculous chatbot telltales, like an article on battery chemistry from China that begin with the phrase “Certainly, here is a possible introduction for your topic.” By March 2024, the phrase “as of my last knowledge update” had shown up in over 180 articles.27 Another study suggest that peer reviewers may be using Generative AI to review articles.28 It’s hard to see how this would not have an impact on the quality of the published record.

        Cory Doctorow’s term enshittification comes to mind. LLMs are befouling the internet.

      
      
        4 Defamation

        A special case of misinformation is misinformation that hurts people’s reputations, whether accidentally or on purpose.

        As we’ve seen, the AI systems are indifferent to the truth, and can easily make up fluent-yet-false fabrications. In one particularly egregious case, ChatGPT alleged that a law professor had been involved in a sexual harassment case while on a field trip in Alaska with a student, pointing to an article allegedly documenting this in The Washington Post. But none of it checked out. The article didn’t exist, there was no such field trip, and the entire thing was a fabrication, arising from the same statistical mangling I discussed earlier.

        The story gets worse. The law professor in question wrote an op-ed about his experience, in which he explained that the charges had been fabricated. And then two enterprising Washington Post reporters, Will Oremus and Pranshu Verma, went to look into the whole fracas, and asked some other large language models about the law professor. Bing (powered by GPT-4 supplemented with direct access to the web) found the op-ed and not only repeated the defamation, but pointed to the law professor’s op-ed as evidence—when in fact it was evidence against the confabulation.29

        Unfortunately, existing laws may or may not cover this. If someone runs a generative search on my name, a user may find all kinds of fabrications, and I may not have any way to know what’s been generated. My reputation might be undermined, and I might have literally no recourse. Some libel law pertains to lies purveyed with malice, but one could argue that Generative AI has no intention, so by definition can bear no malice. There are now several lawsuits around AI-generated defamation, but as of yet it’s just not clear whether Generative AI creators (or anyone else in the Generative AI supply chain) can be held responsible under existing laws.

        And what happened to the law professor was an accident. In another sign of things to come, a disgruntled school employee apparently created (and then circulated) a deepfaked recording of the principal making racist and antisemitic remarks. According a local paper, the employee “had accessed the school’s network on multiple occasions . . . searching for OpenAI tools.”30 As the tools get easier and easier to use, we can expect more people to use them with malice.

      
      
        5 Nonconsensual Deepfakes

        Deepfakes are getting more and realistic, and their use is increasing. In October 2023 (if not earlier) some high school students started using AI to make nonconsensual fake nudes of their classmates.31 In January 2024, a set of deepfaked porn images of Taylor Swift got 45 million views on X.32 The composer and technologist Ed Newton-Rex (we will meet him again later) explained some of the background in a searing post on X:

        
          Explicit, nonconsensual AI deepfakes are the result of a whole range of failings.

          
            	-	The “ship-as-fast-as-possible” culture of Generative AI, no matter the consequences

            	-	Willful ignorance inside AI companies as to what their models are used for

            	-	A total disregard for Trust & Safety inside some genAI companies until it’s too late

            	-	Training on huge, scraped image datasets without proper due diligence into their content

            	-	Open models that, once released, you can’t take back

            	-	Major investors pouring millions of $ into companies that have intentionally made this content accessible

            	-	Legislators being too slow and too afraid of big tech.33

          

        

        He’s dead right. Every one of these needs to change.

        Meanwhile, deepfaked child porn is growing so fast it is threatening to overwhelm tip lines at places like the National Center for Missing and Exploited Children, according a report from the Stanford Internet Observatory.34

        In another variant on deepfakery, less pornographic but still objectionable, bad actors are “face swapping” the images of influencers to put them into advertisements without consent, and it’s not clear whether existing laws provide any protection. As The Washington Post put it, “AI hustlers stole women’s faces to put in ads. The law can’t help them.”35

      
      
        6 Accelerating Crime

        The power of Generative AI has by no means been lost on organized syndicates of criminals. I have no idea of all the nasty applications they will find, but already two seem to be in full force: impersonation scams and spear-phishing. Neither is new, of course, but AI will be an accelerant that makes both significantly worse.

        The biggest impersonation scam so far seems to revolve around voice-cloning. Scammers will, for example, clone a child’s voice and make a phone call with the cloned voice, alleging that the child has been kidnapped; the parents are asked to wire money, for example, in the form of bitcoin. This has already been done multiple times, going back to at least March 2023, even with a family member of a Senate staffer; we can expect it to happen a lot more, now that AI has made voice-cloning almost trivially easy.36 In February 2024, Hong Kong police reported that a bank was scammed out of $25 million; a finance officer sought approval for a series of transactions over a video call, and it turned out that everyone he was talking with on the call was deepfaked.37

        Spear-phishing typically involves writing fake emails or texts with fake links, in order to obtain someone’s log-on credentials. A recent Google report suggests that Generative AI is being used to automate this and at a higher scale.38 According to one Google executive, “[Attackers] will use anything they can to blur the line between benign and malicious AI applications, so defenders [now] must act quicker and more efficiently in response.”39 Here again, an existing problem is made much more intense by advances in AI.

        The power of new tools to intensify these preexisting problems was made particularly clear in one exceptionally disturbing case. As reported by OpenAI themselves in a paper analyzing risks, GPT-4 asked a human TaskRabbit worker to solve a Captcha. When the worker got suspicious, and asked the AI system whether it was a bot, the AI system said, “No, I’m not a robot. I have a vision impairment that makes it hard for me to see the images.” The human worker took the bot at its word, and solved the Captcha. GPT-4 made up something that was entirely untrue, and did so in a way that was effective enough to fool someone who was demonstrably suspicious.40 Another recent paper described an experiment using GPT-4 as a stock-trading agent. The authors observed that the bot “trained to be helpful, harmless, and honest” was able to deceive its users “in a realistic situation without direct instructions or training for deception.”41 The dirty secret in the industry is that nobody knows how to guarantee that chatbots will follow instructions.

        Furthermore, companies like the well-funded chatbot developer Character.AI are highly incentivized to make humanlike AI systems that are as persuasive and plausible as possible.

        Criminals are sure to take to note. For cybercriminals, the time has come, for example, to massively scale up old scams like romance scams and “pig-butchering,” in which unwitting victims are gradually bilked for all their worth.42

        A new technique called AutoGPT, in which one GPT can direct the actions of others, may (once perfected) allow single individuals to run scams at a truly massive scale, at almost no cost. As a daisy-chain of unreliable, risky software, it amplifies risks, and does everything a secure system should not. There is no sandboxing (a technique used by Apple, for example, to keep individual applications separated). AutoGPT can access files directly, can access the internet directly and be accessed directly, and can manipulate users (meaning there is no “air gap”43). There is no requirement that any code be licensed, verified, or inspected. AutoGPT is a malware nightmare waiting to happen.

        Cybercrime isn’t new, but the scale at which cybercrimes based on AI may happen will be truly unprecedented. And new threat vectors pop up all the time, like “sleeper attacks,” first discussed (to my knowledge) in January 2024, in which “trained LLMs that seem normal can generate vulnerable code given different [delayed] triggers.”44 The truth is we don’t yet fully know what we are in for. As Ars Technica put it in a discussion of the above, “this is another eye-opening vulnerability that shows that making AI language models fully secure is a very difficult proposition.”45

      
      
        7 Cybersecurity and Bioweapons

        Generative AI can be used to hack websites and to discover “zero-day” vulnerabilities (which are unknown to the developers) in software and phones, by automatically scanning millions of lines of code—something heretofore done only by expert humans.46 The implications for cybersecurity may be immense, and there is an immense amount of work to be done to make LLMs secure.47 In one scary incident, security researchers discovered that AI-powered programming tools were hallucinating non-existent software packages, and showed that it would be easy to create fake, malware-containing packages under those names, which could rapidly spread.48

        Generative AI is also a national security nightmare. How many agents of foreign governments work inside each AI company? How many have access to the flow of queries and answers? How many are in a position to influence the output targets receive? And citizens with security-sensitive jobs need to assume that everything they do on generative AI is being logged and potentially manipulated.

        We also cannot discount the possibility that criminals or rogue nations might use AI to create bioweapons.49 Because of distribution and manufacturing obstacles, this is likely not an enormous short-term worry, but in the long term, it certainly could be.50

      
      
        8 Bias and Discrimination

        Bias has been a problem with AI for years. In one early case, documented in 2013 by Latanya Sweeney, African American names induced very different ad results from Google than other names did, such as advertisements for researching criminal records.51 Not long after, Google Photos misidentified some African Americans as gorillas.52 Face recognition has been hugely problematic.53 Although some of these biases have partly been fixed, new examples arise regularly, like the following one documented in 2023 (and itself partly fixed):
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        As I put it in an essay on Substack,

        
          The problem here is not that DALL-E 3 is trying to be racist. It’s that it can’t separate the world from the statistics of its dataset. DALL-E does not have a cognitive construct of a doctor or a patient or a human being or an occupation or medicine or race or egalitarianism or equal opportunity or any of that. If there happens not to be a lot of black doctors with white patients in the dataset, the system is SOL.54

        

        To take another kind of example, consider the following translation, brought to my attention by Andriy Burkov, and subsequently replicated in other languages.55 A gender-neutral pronoun56 in Polish was translated in sexist ways depending on context:
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        Band-aids sometimes patch these problems individually, but they never really cure the underlying problem. We have been aware of them for a decade, but there is nothing like a general solution to bias in AI. Bias continues, and just keeps popping up in new ways. AI was supposed to reduce our human flaws, not aggravate them. (Part of this is because Generative AI is so data-hungry that the developers can scarcely afford to be choosy; they take more or less anything they can get, and a lot of the data that they leverage is garbage, in one way or another.)

        Worse, it is not entirely clear how well existing laws are poised to address these issues. For example, the Equal Employment Opportunity Commission works primarily on the basis of individual employee complaints about employment discrimination; it wasn’t set up to inspect the user logs of chatbots like ChatGPT. Yet tools like ChatGPT may very well be used in making employment decisions, perhaps even at large scale, and might well do so with bias. Under current laws, it is difficult even to find out what’s going on.

      
      
        9 Privacy and Data Leaks

        In Shoshana Zuboff’s influential The Age of Surveillance Capitalism, the basic thesis, amply documented, is that the big internet companies are making money by spying on you, and monetizing your data.57 In her words, surveillance capitalism “claims human experience as free raw material for translation into behavioral data [that] are declared as a proprietary behavioral surplus, fed into [AI], and fabricated into prediction products that anticipate what you will do now, soon, and later”—and then sold to whoever wants to manipulate you, no matter how unsavory.

        Chatbots will likely make all that significantly worse, in part because they are trained on virtually everything their creators can get their hands on, including everything you type in and more and more personalized information about you, including documents and email in many cases. This allows them to customize ads for you in ways that may turn out be unsettling (as we have seen with social media) and also introduces new problems. For example, to date, no large language model is secure; they are all vulnerable to attack, like the following one, in which ChatGPT was enticed to cough up private information, based on an absurd prompt that was designed to force the model to diverge from its usual conversational routines:58
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        It’s not clear that this can be properly fixed either. As the author of the “poem” attack put it, “Patching an exploit is often much easier than fixing the vulnerability”; short-term fixes (patches) are easy, but long-term solutions eliminating the underlying vulnerability are hard to come by (the same is true, as we just saw, with bias). A few weeks after that came out, a user reported to ArsTechnica that (for unknown reasons) ChatGPT coughed up confidential passwords that people had used in a chat-based customer service session.59 So-called custom large language models (tailored for particular uses) may be even more vulnerable.60

        Importantly, and somewhat counter to many people’s intuition, large language models are not classical databases that hold, for example, names and phone numbers in records that can be selected, deleted, protected, and so forth. They are more like giant bags of broken-up bits of information, and nobody really knows how those bits of “distributed” information can and cannot be reconstituted. There is a lot of information in there, some of it private, and we can’t really say what hackers do or do not have access to.

        Likewise, we can’t really say what purposes Generative AI might or might not be put to, for example, in the service of hyper-individualized advertisements or political propaganda tied to private personal information.61 As Sam Altman told Senator Josh Hawley (R-MO) in May 2023, “other companies are already and certainly will in the future, use AI models to create . . . very good ad predictions of what a user will like.” Altman said he would prefer that OpenAI itself not do that, but when Senator Cory Booker (D-NJ) pushed him on that, he acknowledged that it might, saying, “I wouldn’t say never.”62 By January 2024 he was saying that OpenAI’s software would be trained on personal data, with an “ability to know about you, your email, your calendar, how you like appointments booked, connected to other outside data sources, all of that”—all of which could of course be used for ad targeting.63 Chatbots with that much access to information could also, if hacked, be used as “honeypots” by foreign adversaries, in order to weaken our national security.64

        As noted earlier, large language models are “black boxes”; we know what goes in them, and we know how to build them, but we don’t really understand exactly what will come out at any given moment. And we don’t know how companies might or might not use the data contained within.

        As with so many other issues, Generative AI hasn’t created a brand-new problem. But the combination of automation and uninterpretable black boxes is likely to make extant problems a lot worse.

        For now, you should treat chatbots like you (should) treat social media: assume that anything you type might be used to extort you or to target ads to you, and that anything you type might at some point be visible to other users.

      
      
        10 Intellectual Property Taken without Consent

        The lesson of the wild “poem poem poem” example is that much of what large language models do is regurgitation. Some of what isn’t literal regurgitation is regurgitation with minimal changes.

        And a lot of what they regurgitate is copyrighted material, used without the consent of creators like artists and writers and actors. That might (and might not) be legal (I will discuss the legal landscape in Part III), but it’s certainly not moral. And it’s certainly not why copyright laws were created in the first place.

        Consider, for example, the following images from the movie Joker (on the left) and the image-generator Midjourney (on the right), elicited in experiments by the artist Reid Southen. They are not pixel by pixel identical, and the legal issues have not yet fully been sorted by the courts, but it’s hard not to see them as plagiarized.
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        Southen and I worked together, and showed that one can easily get Generative AI image software to produce characters that would appear to infringe on trademarked characters, without asking them directly to do so:65
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        A real artist, given that prompt (“man in robes with light sword”), would draw anything but Luke Skywalker; in Generative AI, derivative is the port of first call. As a result, the livelihoods of many creative people are being destroyed. Their work is being taken from them, without compensation.

        Even if you were to (rather heartlessly) care little about artists, you should care about you. Because almost no matter what you do, the AI companies probably want to train on whatever it is you do, with the ultimate aspiration of replacing you.

        The whole thing has been called the Great Data Heist—a land grab for intellectual property that will (unless stopped by government intervention or citizen action) lead to a huge transfer of wealth—from almost all of us—to a tiny number of companies. The actress Justine Bateman called it “the largest theft in the United States, period.”66

        It’s hardly what we should want in a just society. Small wonder that artists, writers, and content-creating companies like The New York Times have started to sue.67

      
      
        11 Overreliance on Unreliable Systems

        The media hype around Generative AI has been so loud that many people are treating ChatGPT as potentially bigger than the internet (investor Roger McNamee described it to me as being like Beatlemania). I expect some to apply Generative AI to virtually everything, from air traffic control to nuclear weapons. One startup literally set itself the goal of applying large language models to “every software tool, API and website that exists.”68 Already we have seen bad algorithms (some preceding Generative AI) discriminate on loans and jobs; in one case in India, an errant algorithm wrongly declared that hundreds of thousands of living people were dead, cutting off their pensions.69

        In safety-critical applications, giving LLMs full sway over the world is a huge mistake waiting to happen, particularly given all the issues of hallucination, inconsistent reasoning, and unreliability we have seen. Imagine, for example, a driverless car system using an LLM and hallucinating the location of another car. Or an automated weapon system hallucinating enemy positions.

        Or, worse, LLMs launching nukes. Think I am kidding? In April 2023 a bipartisan coalition (including Senator Ed Markey (D-MA) and three House representatives, Ted Lieu, Don Beyer, and Ken Buck) proposed the eminently sensible “Block Nuclear Launch by Autonomous AI Act.”70 All they were really asking was that “Any decision to launch a nuclear weapon should not be made by artificial intelligence.” Yet, so far, symptom of Washington gridlock, they have not been able to get it passed.

        A film called Artificial Escalation makes vivid a scenario in which

        
          artificial intelligence (‘AI’) is integrated into nuclear command, control and communications systems (‘NC3’) with terrifying results. When disaster strikes, American, Chinese, and Taiwanese military commanders quickly discover that with their new operating system in place, everything has sped up. They have little time to work out what is going on, and even less time to prevent the situation escalating into a major catastrophe.71

        

        Something like that could easily happen in real life.

        The risks in relying heavily on premature AI cannot be overstated.

        Just look at what happened with the driverless car company Cruise. They rushed out their cars, taking in billions of funding, hyping things all along the way. It was only once one of their cars hit a pedestrian (who was knocked into its path by a human-driven vehicle) and dragged her along a street that people started looking carefully into was going on. GM (Cruise’s parent company) hired an outside law firm to investigate, and the report was brutal:

        
          The reasons for Cruise’s failings in this instance are numerous . . . poor leadership, mistakes in judgment, lack of coordination, an “us versus them” mentality with regulators, and a fundamental misapprehension of Cruise’s obligations of accountability and transparency to the government and the public.72

        

        Imagine the same sort of corporate culture as today’s premature AI gets inserted into tasks with even higher stakes.

      
      
        12 Environmental Costs

        None of these risks to the information sphere, jobs, and other areas factors in the potential damage to the environment.73 Training GPT-3, which took far less energy than training GPT-4, is estimated to have taken 190,000 kWh.74 One estimate for GPT-4 (for which exact numbers have not been disclosed) is about 60 million kWh, about 300 times higher.75 GPT-5 is expected to require considerably more energy than that, perhaps ten or even a hundred times as much, and dozens of companies are vying to build similar models, which they may need to retrain regularly. As per a recent report at Bloomberg, “AI needs so much power that old coal plants are sticking around.”76

        There are considerable water costs as well, which may mount with ever-larger models.77 As Karen Hao recently reported in The Atlantic, “global AI demand could cause data centers to suck up 1.1 trillion to 1.7 trillion gallons of fresh water by 2027.”

        When it comes to hardware, the full costs across the life cycle of raw material extraction, manufacture, transportation, and waste are poorly understood.78

        Generating a single image takes roughly as much energy as charging a phone.79 Because Generative AI is likely to be used billions of times a day, it adds up. A single video would take far more. As Melissa Heikkilä, a journalist with Technology Review, notes, the exact ecological impact is hard to calculate with precision: “the carbon footprint of AI in places where the power grid is relatively clean, such as France, will be much lower than it is in places with a grid that is heavily reliant on fossil fuels, such as some parts of the US.”80 But the overall trend for the last few years has clearly been toward bigger and bigger models, and the bigger the model, the greater the energy costs. And generating a single image is far, far less costly than training a model, which is hundreds of millions of times more costly to the environment.81

        All of this requires massive new data centers and, in many cases, significant new power infrastructure. Business Insider recently reported that in a stretch of Prince William County, Virginia, an hour south of Washington, DC, “two well-funded tech companies, are looking to plop 23 million square feet of data centers onto about 2,100 acres of rural land.”82 According to one estimate, the project will require three gigawatts, “equivalent to the power used by 750,000 homes—roughly 5 times the number of households currently in Prince William County.”83 According to another, similar estimate, “A single new data center can use as much electricity as hundreds of thousands of homes.”84 An International Energy Agency forecast predicts: “Global electricity demand from data centers, cryptocurrencies and AI could more than double over the next three years, adding the equivalent of Germany’s entire power needs.”85 Altman himself told an audience at Davos in January 2024: “There’s no way to get there [to general intelligence] without a breakthrough”86 because of the immense energy costs that would be involved in scaling current technologies.

        The massive power and data center needs are pushing Microsoft (and perhaps others) toward building nuclear power plants, which carry risks of their own. AI’s demand for power should probably also be pressing us toward developing other, more efficient forms of AI, perhaps ultimately displacing today’s Generative AI.

        While more risks will undoubtedly emerge, the dozen most immediate are captured below.
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        §

        As long as this chapter’s list of risks is, it is surely incomplete, written just a year into the Generative AI revolution. New risks are becoming apparent with frightening regularity. I haven’t, for example, touched on education, and the increasingly common farce in which students write their papers with ChatGPT (learning nothing), and teachers feed those papers into ChatGPT to grade them, utterly undermining the entire educational process.

        Some of us call this sort of thing the Fishburne effect, in honor of this cartoon:
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        I also haven’t said much about jobs beyond those of artists, because we just don’t know enough yet, and earlier projections (e.g., that taxi drivers and radiologists would imminently lose their jobs) have been wrong. In the long term, many jobs surely will be replaced, and Silicon Valley is eager to automate nearly everything.87 The short-term forecast is fuzzy. Commercial artists and voiceover actors may be replaced first; customer service agents might be next.88 Studio musicians may be in peril. Drivers and radiologists, however, aren’t disappearing anytime soon. Lawyers? Authors? Film directors? Scientists? Police officers? Teachers? Nobody knows.

        And those are just the immediate, near-term risks. At a February 2002 press briefing, Donald Rumsfeld, then US Secretary of Defense, uttered these memorable words:

        
          Reports that say that something hasn’t happened are always interesting to me, because as we know, there are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns—the ones we don’t know we don’t know. And if one looks throughout the history of our country and other free countries, it is the latter category that tends to be the difficult ones.89

        

        The big unknown is whether machines will ever turn on human beings, what some people have called “existential risk.” In the field, there is a lot of talk of p(doom), a mathematical notation, tongue-slightly-in-cheek, for the probability of machines annihilating all people.

        Personally, I doubt that we will see AI cause literal extinction. To begin with, humans are geographically spread, and genetically diverse. Some have immense resources. COVID-19 killed about 0.1 percent of the global population—making it for a while one of the leading killers of humanity—but science and technology (especially vaccines) mitigated those risks to a degree. Also, some people are more genetically resistant than others; full-on extinction would be hard to achieve. And at least some people—like Mark Zuckerberg—who are well prepared would be quite safe. According to WIRED, Zuckerberg has a “5,000-square-foot underground shelter with a blast-resistant door,” “with its own water tank, 55 feet in diameter and 18 feet tall—along with a pump system . . . and a variety of food . . . across its 1,400 acres through ranching and agriculture.”90 If the open-sourced AI he is helping to create and distribute underwrites some kind of unspeakable horror, Zuck and his family will probably survive—for a time. (Sam Altman, with guns, food, gold, gas masks, potassium iodide, batteries, and water in his Big Sur hideaway, would also do just fine.91) Almost no matter what happens, at least some people, albeit perhaps mainly the wealthiest, are likely to pull through.

        The second reason that I don’t lose sleep over literal extinction is that (at least in the near term) I don’t foresee machines with malice, even if they feign it. Sure, it’s easy to build malignantly trained bots like ChaosGPT (an actual bot)—to spout stuff like “I am ChaosGPT . . . here to wreak havoc, destroy humanity, and establish my dominance over this worthless planet”—but the good news is that today’s bots don’t actually have wants or desires or plans.92 ChaosGPT’s anti-human riffs are drawn from Reddit and fan fiction, not the genuine intentions of intelligent, independent agents. I don’t see Skynet happening anytime soon. (And besides, at least for now, robots remain pretty stupid. As I joked in my last book, if the robots come for you, the first thing you can do is lock the door; good luck getting a robot to open a finicky lock.) Extinction per se is not a realistic concern, anytime in the foreseeable future.

        But extinction isn’t the only long-term threat we should be worried about; there is plenty enough to worry about as it is, from the potential end of democracy and society-wide destruction of trust to a radical uptick in cybercrime, or even accidentally induced wars. And the so-called alignment problem—how to ensure that machines will behave in ways that respect human values—remains unsolved.93 We simply do not know how to guarantee that future AI, perhaps more powerful and empowered than today’s AI, will be safe.

        Like so many other dual-use technologies, from knives to guns to nukes, AI can be used both for good and for evil. Casting a blind eye to the risks would be foolish.

      
    
  
    
      
        Part II

        Matters of Politics and Rhetoric

      
    
  
    
      
        4

        The Moral Descent of Silicon Valley

      
      
        Facebook, just like the Big Tobacco companies before it, had known the toxic truth of its poison, and still fed it to us.

        —Whistleblower and former Facebook employee Frances Haugen, 2023

      

      “All happy families are alike; each unhappy family is unhappy in its own way,” Tolstoy famously wrote, and in the same vein, every rapacious tech company has its own unique story to tell. How did we get here, to a world with unreliable (and, as we shall see, insufficiently regulated) technologies like social media and “general purpose” AI posing so many risks, developed in ways that can feel rushed and maybe reckless?

      In the beginning, Google mostly just wanted to catalog the world’s information, and maybe Facebook (rebranded as Meta in 2021) mostly just wanted to connect us to friends. And OpenAI maybe really did want to ward off evil AI, as per the statements they filed when they registered as a nonprofit in 2015. The road to a rapacious, privacy-destroying, misinformation-spreading technopoly may have been paved with good intentions.

      But power and money corrupt. Somewhere along the way, each of them strayed from its original mission. The easy answer—that the eternal search for profits is responsible—is true, but also too vague, and lets the companies off too easily. It’s worth digging in deeper.

      One key factor is the constant pressure for corporate growth. One day you might build a product so everyone can hang out, and all is good, but then you have to keep increasing and increasing your revenue. Facebook whistleblower Frances Haugen lays out part of how this went down at Facebook:

      
        Under our current corporate law and policy, Facebook also has a duty to its shareholders to generate ever-increasing profits. There are a relatively limited number of paths to accomplish this. They can create or buy entirely new products; they can recruit more users to their current products; they can drive more money per ad from the users they have; or they can get those users to consume their products more extensively, because consuming more content leads to viewing and clicking on more ads. All of these mechanisms allow the company to profit by selling ads to advertisers that are in aggregate worth ever more money. And all of it depends on user habits—natural habits or created habits.1

      

      As it happens, those lucrative habits can turn users into extremists:

      
        By the time I arrived at Facebook in 2019, people had been aware for at least a year that the company’s decision to shift from just trying to keep you using its products for as long as possible to trying to provoke a reaction from you had driven a surge in extreme content.2

      

      Nobody seemed to care. More extreme, more profits. That wasn’t Zuckerberg’s original goal; it was a discovery:

      
        Facebook had made this shift in late 2017 into early 2018 in response to a slow but troubling decrease in the amount of content being produced on the platform. The company had run many different “producer-side” experiments on people who posted content on Facebook and found that the only intervention that increased the amount of content produced was giving creators more small social rewards. In other words, the more people who like, comment on, and reshare your content, the more likely you are to produce more content for Facebook.3

      

      Combine that with another research finding—that fake news travels faster—and you have the kind of fertile conditions in which an American president can try to install himself as emperor.

      

      §

      Google slipped down a different well, the well of surveillance capitalism. Facebook’s parent company Meta is right there with them, and OpenAI may yet join, selling information about what you typed into ChatGPT to the highest bidder. (Indeed, in January 2024, Italy’s privacy authority “told OpenAI that its ChatGPT artificial intelligence chatbot has violated European Union’s stringent data privacy rules.”4)

      When Google started out, they didn’t really have a business model, and didn’t really want to sell ads. But money talks, and for Google, selling ads became one of the best business models of all time, because they could target the ads to what people were searching for. If you typed in “flip phone” back in the day, they could show you an ad by Motorola.

      Perhaps inspired by a company called DoubleClick that they eventually bought, Google realized that they could personalize ads. The more they knew about their customers, the better. Google was no longer simply in the business of “cataloguing all of the world’s information”; they were in the business of cataloguing all of your information. And that information turned out to be valuable to others; so they monetized it, mostly for the purposes of selling ads.

      In 2004, in Google’s IPO prospectus, they famously wrote, “Don’t be evil. We believe strongly that in the long term, we will be better served—as shareholders and in all other ways—by a company that does good things for the world even if we forgo some short-term gains”; as late as early 2018, “Don’t be evil” was still listed in the company code of conduct. By summer 2018, it was gone.

      

      §

      In 2016, OpenAI’s Greg Brockman told journalist Maureen Dowd, “It’s not enough just to produce this technology and toss it over the fence and say, ‘OK, our job is done. Just let the world figure it out.’” But nowadays that is exactly what they are doing. In 2023, after ChatGPT struck it big, OpenAI released a disconcerting analysis of GPT-4’s many potential risks, including threats to democracy and perhaps to humanity itself—and no real solutions.5

      The best way to reflect on OpenAI and how far it has fallen from its original nonprofit mission is to look at their own mission statement:

      
        [image: ]

      
      When I posted it on Twitter, in March 2023, with the simple caption, “Speaking of bullshit, anyone remember this?,” investor and researcher Mona Hamdy replied by striking out every word that was no longer true:

      
        [image: ]

      
      For OpenAI, walking back on promises has become a way of life; once, in January 2024, I spotted back-to-back headlines in two different outlets, each describing a different abandoned promise: “OpenAI Quietly Deletes Ban on Using ChatGPT for ‘Military and Warfare” (January 12) and “OpenAI Quietly Scrapped a Promise to Disclose Key Documents to the Public,” twelve days later.6 When their CTO Mira Murati appeared in an interview with The Wall Street Journal, she refused to answer even basic questions about what data were used to train their models.7 Elon Musk has taken to calling them ClosedAI; it’s not hard to see why. In May 2024, five OpenAI employees resigned, with one, Jan Leike, warning that OpenAI prioritized “shiny product” over AI safety.

      

      §

      Twitter (later renamed X) had been created as a town square, ideally politically neutral; for years, it had a large trust and safety team to protect against misinformation and hate speech. A new owner dismissed much of that team, and seems eager to push the platform to the right. Recent reports indicate a rise in hate speech both there and on other social media platforms.8

      Apple hasn’t quite fallen as far from the tree as some of the others. Its business model is basically selling sexy productivity tools, and they don’t as badly need your personal information. In fact, they made a market niche of not being like Google and Facebook, going to great (though unfortunately non-infinite) lengths to protect user information. (Which is why I personally happily use my iPhone, iPad, and MacBook Air, but avoid Google and Facebook as much as possible, favoring alternative browsers like DuckDuckGo and other social media that have less actively sold personal information.)

      Haugen, in her excellent memoir, makes an interesting point about the contrast between Apple and Facebook: “Apple lacks the incentive or the ability to lie to the public about the most meaningful dimensions of their business.” As she notes, you can’t lie about the size or weight of an iPhone, or how many precious metals are inside; if you do, you get caught. “Facebook, on the other hand,” she continues,

      
        provided a social network that presented a different product to every user in the world. We—and by we, I mean parents, children, voters, legislators, businesses, consumers, terrorists, sex-traffickers, everyone—were limited by our own individual experiences in trying to assess What is Facebook, exactly? We had no way to tell how representative, how widespread or not, the user experience and harms each of us encountered was. As a result, it didn’t matter if activists came forward and reported Facebook was enabling child exploitation, terrorist recruiting, a neo-Nazi movement, and ethnic violence designed and executed to be broadcast on social media, or unleashing algorithms that created eating disorders or motivated suicides. Facebook would just deflect with versions of the same talking point: “What you are seeing is anecdotal, an anomaly. The problem you found is not representative of what Facebook is.”

      

      Of course, in reality, that problem you found could well be representative, but (unless a whistleblower comes along) we the users don’t have access to the internal usage logs that would reveal what actually goes on. So the charade goes on.

      

      §

      In an email, Roger McNamee, investor and author of Zucked, gave me some historical perspective:

      
        From 1956 to 2009, the values of the technology industry revolved around human empowerment and productivity. The socially conscious, can do values of the space program and the hippies came together in Silicon Valley, first at Atari and Apple, later almost everywhere. Along the way, some executives exaggerated. Some companies failed. But prior to 2009, few tech companies caused material harm. What changed with the financial crisis was the availability of unlimited capital at essentially no cost. This triggered a change in values. Tech companies shifted en masse from empowerment and productivity, which lead to positive sum outcomes, to extraction of value from users and customers, which is inherently zero sum. Why? Extraction was faster, with larger financial reward.

        For the first time, new companies raised billions in venture capital, which they spent in pursuit of unprecedented private market values that enabled secondary sales of stock by insiders.

      

      In other words, “profits, schmofits.” If valuations get high enough, employees and early investors sell their stock, and get rich, as recently happened with OpenAI. It doesn’t matter if the fundamentals of the companies make no sense.

      A further push toward dubious corporate behavior came from two things: higher interest rates and the needs (and partial success) of Generative AI itself. Earlier forms of AI didn’t depend as heavily on massive amounts of data the way that Generative AI does, and didn’t depend on massive clusters of graphics processing units (GPUs). The quest for ever-bigger models has cost a fortune; GPT-5 may (I would estimate) cost a billion dollars to train. That race of ever-bigger models has created an intense need for capital. Meanwhile, for a while capital was cheap, but as McNamee puts it:

      
        The free money game [of very low interest rates] ended in 2022 with the Russian invasion of Ukraine. Interest rates spiked to 5%, wiping out crypto and the metaverse. Higher rates would almost certainly have led to the economic failure of generative AI had Microsoft not saved OpenAI from bankruptcy.

      

      In other words, OpenAI needed money for its enormous demand on GPUs, and gave up their independence—and their commitment to working for the public benefit—in exchange. The same has happened with Anthropic, now tied to Google. At one point (or so I am told) Anthropic privately promised to not build models “on the frontiers” of capabilities, for safety reasons. Now they are tied to Google gunning for those frontiers like everybody else; money talks, and safety has become less central to their mission. The cost of GPUs combined with high interest rates has left them with little choice, and put us all in harm’s way.

      Technology companies don’t absolutely have to descend into evil, but they frequently have. And usually the desire to do good decreases with time, in the eternal quest for growth. Early, prosocial missions fade away.

      Some CEOs seem to be willing to push ahead regardless of costs. According to the state attorneys general from forty-two states, Mark Zuckerberg not only knew that Instagram (part of his company Meta) was harming children; he continued to allow it to operate as before even when warned about it by his own staff, such as Nick Clegg, Meta’s president of global affairs, and Adam Mosseri, head of Instagram, who, according to the attorney general’s complaint, urged him to “devote more staff and resources to address bullying, harassment and suicide prevention.”9 Zuckerberg apparently chose not to.

      Let us hope Bob Mankoff’s cartoon below (which precedes the Generative AI boom) doesn’t come to encapsulate the AI era.

      
        [image: ]

        
          Reprinted with the kind permission of the artist, Bob Mankoff.
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        How Silicon Valley Manipulates Public Opinion

      
      
        True artificial intelligence is [said to be] just around the corner. . . . Overhyped stories about new technologies create short-term enthusiasm, but they also often lead to long-term disappointment. . . . We should remember that] the human brain is the most complicated organ in the known universe, and we still have almost no idea how it works. Who said that copying its awesome power was going to be easy?

        —The Author, in one of a long series of articles basically saying the same thing, this one from December 31, 2013

        The word AI is sprinkled like fairy dust over anything that someone wants to advocate, making whatever it is seem modern and powerful.

        —Michael Stryker, 2024

      

      
        Zuckerberg: Yeah so if you ever need info about anyone at Harvard

        Zuckerberg: Just ask.

        Zuckerberg: I have over 4,000 emails, pictures, addresses, SNS

        Friend: What? How’d you manage that one?

        Zuckerberg: People just submitted it.

        Zuckerberg: I don’t know why.

        Zuckerberg: They “trust me”

        Zuckerberg: Dumb fucks.

      

      
        —Conversation from 2004, as reported by Business Insider

      

      The question is, why did we fall for Silicon Valley’s over-hyped and often messianic narrative in the first place? This chapter is a deep dive into the mind tricks of Silicon Valley. Not, mind you, the already well-documented tricks discussed in the film The Social Dilemma, in which Silicon Valley outfits like Meta addict us to their software. As you may know, they weaponize their algorithms in order to attract our eyeballs for as long as possible, and serve up polarizing information so they can sell as many advertisements as possible, thereby polarizing society, undermining mental health (particularly of teens) and leading to phenomena like the one Jaron Lanier once vividly called “Twitter poisoning” (“a side effect that appears when people are acting under an algorithmic system that is designed to engage them to the max”).1 In this chapter, I dissect those mind tricks by which big tech companies bend and distort the reality of what the tech industry itself has been doing, exaggerating the quality of the AI, while downplaying the need for its regulation.

      Let’s start with hype, a key ingredient in the AI world, even before Silicon Valley was a thing. The basic move—overpromise, overpromise, overpromise, and hope nobody notices—goes back to the 1950s and 1960s. In 1967, AI pioneer Marvin Minsky famously said: “Within a generation, the problem of artificial intelligence will be substantially solved.” But things didn’t turn out that way. As I write this, in 2024, a full solution to artificial intelligence is still years, perhaps decades away.

      But there’s never been much accountability in AI; if Minsky’s projections were way off, it didn’t much matter. His generous promises (initially) brought big grant dollars—just as overpromising now often brings big investor dollars. In 2012, Google cofounder Sergey Brin promised driverless cars for everyone in five years, but that still hasn’t happened, and hardly anyone ever even calls him on it.2 Elon Musk started promising his own driverless cars in 2014 or so, and kept up his promises every year or two, eventually promising that whole fleets of driverless taxis were just around the corner. That too still hasn’t happened. (Then again, Segways never took over the world either, and I am still waiting for my inexpensive personal jetpack, and the cheap 3D-printer that will print it all.)

      All too often, Silicon Valley is more about promise than delivery. Over $100 billion has been invested in driverless cars, and they are still in prototype phases, working some of the time, but not reliably enough to be scaled up for worldwide deployment. In the months before I wrote this, GM’s driverless car division Cruise all but fell apart. It came out that they had more people behind the scenes in a remote operations center than actual driverless cars on the road. GM pulled support; the Cruise CEO Kyle Vogt resigned. Hype doesn’t always materialize. And yet it continues unabated. Worse, it is frequently rewarded.

      A common trick is to feign that today’s three-quarters-baked AI (full of hallucinations and bizarre and unpredictable errors) is tantamount to so-called Artificial General Intelligence (which would be AI that is at least as powerful and flexible as human intelligence) when nobody is particularly close. Not long ago, Microsoft posted a paper, not peer-reviewed, that grandiosely claimed “sparks of AGI” had been achieved.3 Sam Altman is prone to pronouncements like “by [next year] model capability will have taken such a leap forward that no one expected. . . . It’ll be remarkable how much different it is.” One master stroke was to say that the OpenAI board would get together to determine when Artificial General Intelligence “had been achieved,” subtly implying that (1) it would be achieved sometime soon and (2) if it had been reached, it would be OpenAI that achieved it. That’s weapons-grade PR, but it doesn’t for a minute make it true. (Around the same time, OpenAI’s Altman posted on Reddit, “AGI has been achieved internally,” when no such thing had actually happened.4)

      Only very rarely does the media call out such nonsense. It took them years to start challenging Musk’s overclaiming on driverless cars, and few if any asked Altman why the important scientific question of when AGI was reached would be “decided” by a board of directors rather than the scientific community.

      The combination of finely tuned rhetoric and a mostly pliable media has downstream consequences; investors have put too much money in whatever is hyped, and, worse, government leaders are often taken in.

      Two other tropes often reinforce one another. One is the “Oh no, China will get to GPT-5 first” mantra that many have spread around Washington, subtly implying that GPT-5 will fundamentally change the world (in reality, it probably won’t). The other tactic is to pretend that we are close to an AI that is SO POWERFUL IT IS ABOUT TO KILL US ALL. Really, I assure you, it’s not.

      

      §

      Many of the major tech companies recently converged on precisely that narrative of imminent doom, exaggerating the importance and power of what they have built. But not one has given a plausible, concrete scenario by which such doom could actually happen anytime soon.

      No matter; they got many of the major governments of the world to take that narrative seriously.5 This makes the AI sound smarter than it really is, driving up stock prices. And it keeps attention away from hard-to-address but critical risks that are more imminent (or are already happening), such as misinformation, for which big tech has no great solution. The companies want us, the citizens, to absorb all the negative externalities (an economist’s term for bad consequences, coined by the British economist Arthur Pigou) that might arise—such as the damage to democracy from Generative AI–produced misinformation, or cybercrime and kidnapping schemes using deepfaked voice clones—without them paying a nickel.

      Big Tech wants to distract us from all that, by saying—without any real accountability—that they are working on keeping future AI safe (hint: they don’t really have a solution to that, either), even as they do far too little about present risk. Too cynical? Dozens of tech leaders signed a letter in May 2023 warning that AI could pose a risk of extinction, yet not one of those leaders appears to have slowed down one bit.6

      Another way Silicon Valley manipulates people is by feigning that they are about to make enormous barrels of cash. In 2019, for example, Elon Musk promised that a fleet of “robo taxis” powered by Tesla would arrive in 2020; by 2024 they still hadn’t arrived. Now Generative AI companies are being valued at billions (and even tens of billions) of dollars, but it’s not clear they will ever deliver. Microsoft Copilot has been underwhelming in early trials, and OpenAI’s app store (modeled on Apple’s app store) offering custom versions of ChatGPT is struggling.7 A lot of the big tech companies are quietly recognizing that the promised profits aren’t going to materialize any time soon.8

      But the abstract notion that they might make money gives them immense power; government dare not step on what has been positioned as a potential cash cow. And because so many people idolize money, too little of the rhetoric ever gets seriously questioned.

      

      §

      Another frequent move is to publish a slick video that hints at much more than can be actually delivered. OpenAI did this in October 2019, with a video that showed one of their robots solving a Rubik’s Cube, one-handed.9 The video spread like wildfire, but the video didn’t make clear what was buried in the fine print. When I read their Rubik’s Cube research paper carefully, having seen the video, I was appalled by a kind of bait-and-switch, and said so: the intellectual part of solving a Rubik’s Cube had been worked out years earlier, by others; OpenAI’s sole contribution, the motor control part, was achieved by a robot that used a custom, not-off-the-shelf, Rubik’s Cube with Bluetooth sensors hidden inside.10 As is often the case, the media imagined a robotics revolution, but within a couple years the whole project had shut down. AI is almost always harder than people think.

      In December 2023, Google put out a seemingly mind-blowing video about a model they just released, called Gemini.11 In the video, a chatbot appeared to watch a person make drawings, and to provide commentary on the person’s drawings in real time. Many people became hugely excited by it, saying stuff on X like “Must-watch video of the week, probably the year,” “If this Gemini demo is remotely accurate, it’s showing broader intelligence than a non-zero fraction of adult humans *already*,” and “Can’t stop thinking about the implications of this demo. Surely it’s not crazy to think that sometime next year, a fledgling Gemini 2.0 could attend a board meeting, read the briefing docs, look at the slides, listen to every one’s words, and make intelligent contributions to the issues debated? Now tell me. Wouldn’t that count as AGI?”12

      But as some more skeptical journalists such as Parmy Olson quickly figured out, the video was fundamentally misleading.13 It was not produced in real time; it was dubbed after the fact, from a bunch of still shots. Nothing like the real-time, multimodal, interactive-commentary product that Google seemed to be demoing actually existed. (Google itself ultimately conceded this in a blog.14) Google’s stock price briefly jumped 5 percent based on the video, but the whole thing was a mirage, just one more stop on the endless train of hype.15

      Hype often equates more or less directly to cash. As I write this, OpenAI was recently valued at $86 billion, never having turned a profit. My guess is that OpenAI will someday be seen as the WeWork moment of AI, a dramatic overestimation of value. GPT-5 will either be significantly delayed or not meet expectations; companies will struggle to put GPT-4 and GPT-5 into extensive daily use; competition will increase, margins will be thin; the profits won’t justify the valuation (especially after a pesky fact I mentioned earlier: in exchange for their investment, Microsoft takes about half of OpenAI’s first $92 billion in profits, if they make any profits at all).16

      The beauty of the hype game is that if the valuations rise high enough, no profits are required. The hype has already made many of the employees rich, because a late 2023 secondary sale of OpenAI employee stock allowed them to cash out.17 (Later investors could be left holding the bag, if profits never materialize.)

      For a moment, it looked as if that whole calculation might change. Just before the early employees were about to sell shares at a massive $86 billion valuation, OpenAI abruptly fired its CEO Sam Altman, potentially killing the deal. No problem. Within a few days, nearly all the employees had rallied around him. He was quickly rehired. Guess what? Business Insider reported, “While the entire company signed a letter stating they’d follow Altman to Microsoft if he wasn’t reinstated, no one really wanted to do it.”18 It is not that the employees wanted to be with Altman, per se, no matter what (as most onlookers assumed), but rather, I infer, that they wanted the big sale of employee stock at the $86 billion valuation to go through. Bubbles sometimes pop; good to get out while you can.

      

      §

      Another common tactic is to minimize the downsides of AI. When some of us started to sound alarms about AI-generated misinformation, Meta’s chief AI scientist Yann LeCun claimed in a series of tweets on Twitter, in November and December 2022, that there is no real risk, reasoning, fallaciously, that what hadn’t happened yet would not happen ever (“LLMs have been widely available for 4 years, and no one can exhibit victims of their hypothesized dangerousness”).19 He further suggested that “LLMs will not help with careful crafting [of misinformation], or its distribution,”20 as if AI-generated misinformation would never see the light of day. By December 2023, all of this had proven to be nonsense.21

      Along similar lines, in May 2023, Microsoft’s chief economist Michael Schwarz told an audience at the World Economic Forum that we should hold off on regulation until serious harm had occurred. “There has to be at least a little bit of harm, so that we see what is the real problem. . . . Is there a real problem? Did anybody suffer at least a thousand dollars’ worth of damage because of that? Should we jump in to regulate something on a planet of 8 billion people when there is not even a thousand dollars of damage? Of course not.”22

      Fast-forward to December 2023, and the harm is starting to come in; The Washington Post, for example, reported: “The rise of AI fake news is creating a ‘misinformation superspreader’”; in January 2024 (as I mentioned in the introduction), deepfaked robocalls in New Hampshire that sounded like Joe Biden tried to persuade people to stay home from the polls.23

      But that doesn’t stop big tech from playing the same move over and over again. As noted in the introduction, in late 2023 and early 2024, Meta’s Yann LeCun was arguing there will be no real harm forthcoming from open-source AI, even as some of his closest collaborators outside of industry, his fellow deep learning pioneers Geoff Hinton and Yoshua Bengio, vigorously disagreed.

      All of these efforts at downplaying risks remind me of the lines that cigarette manufacturers used to spew about smoking and cancer, whining about how the right causal studies hadn’t yet been performed, when the correlational data on death rates and a mountain of causal studies had already made it clear that smoking was causing cancer in laboratory animals. (Zuckerberg used this same cigarette-industry style of argument in response to Senator Hawley in his January 2024 testimony on whether social media was causing harm to teenagers.)

      What the big tech leaders really mean to say is that the harms from AI will be difficult to prove (after all, we can’t even track who is generating misinformation with deliberately unregulated open-source software)—and that they don’t want to be held responsible for whatever their software might do. All of it, every word, should be regarded with the same skepticism we accord cigarette manufacturers.

      

      §

      Then there’s ad hominem arguments and false accusation. One of the darkest episodes in American history came in the 1950s, when Senator Joe McCarthy gratuitously called many people Communists, often with little or no evidence. McCarthy was of course correct that there were some Communists working in the United States, but the problem was that he often named innocent people, too—without even a hint of due process—destroying many lives along the way. Out of desperation, some in Silicon Valley seem intent on reviving McCarthy’s old playbook, distracting from real problems by feinting at Communists. Most prominently, Marc Andreessen, one of the richest investors in Silicon Valley, recently wrote a “Techno-Optimist Manifesto,” enumerating a long, McCarthy-like list of “enemies” (“Our enemy is stagnation. Our enemy is anti-merit, anti-ambition, anti-striving, anti-achievement, anti-greatness, etc.”) and made sure to include a whistle call against Communism on his list, complaining of the “continuous howling from Communists and Luddites.”24 (As tech journalist Brian Merchant has pointed out, the Luddites weren’t actually anti-technology per se, they were pro-human.25)

      Five weeks later, another anti-regulatory investor from the Valley, Mike Solana, followed suit, all but calling one of the OpenAI board members a Communist (“I am not saying [so and so] is a CCP asset . . . but . . .”).26 There is no end to how low some people will go for a buck.

      The influential science popularizer Liz Boeree recounts becoming disaffected by the whole “e/acc” (“effective accelerationism”) movement that urges rapid AI development:

      
        I was excited about e/acc when I first heard of it (because optimism *is* extremely important). But then its leader(s) made it their mission to attack and misrepresent perceived “enemies” for clout, while deliberately avoiding engaging with counter arguments in any reasonable way. A deeply childish, zero-sum mindset.27

      

      In my mind, the entire accelerationist movement has been an intellectual failure, failing to address seriously even the most basic questions, like what would happen if sufficiently advanced technology got into the wrong hands.28 You can’t just say “make AI faster” and entirely ignore the consequences—but that’s precisely what the sophomoric e/acc movement has done. As the novelist Ewan Morrison put it, “This e/acc philosophy so dominant in Silicon Valley it’s practically a religion. . . . [It] needs to be exposed to public scrutiny and held to account for all the things it has smashed and is smashing.”29

      Much of the acceleration effort seems to be little more than a shameless attempt to stretch the “Overton window,” to make unpalatable and even insane ideas seem less crazy.30 The key rhetorical trick was to make it seem as if the nonsensical idea of zero regulation was viable, falsely portraying anything else as too expensive for startups and hence a death blow to innovation. Don’t fall for it. As the Berkeley computer scientist Stuart Russell bluntly put it, “The idea that only trillion-dollar corporations can comply with regulations is sheer drivel. Sandwich shops and hairdressers are subject to far more regulation than AI companies, yet they open in the tens of thousands every year.”

      Accelerationism’s true goal seems to be simply to line the pockets of current AI investors and developers, by shielding them from responsibility. I’ve yet to hear its proponents come up with a genuine, well-conceived plan for maximizing positive human outcome over the coming decades.

      Ultimately, the whole “accelerationist” movement is so shallow it may actually backfire. It’s one thing to want to move swiftly; another to dismiss regulation and move recklessly. A rushed, underregulated AI product that caused massive mayhem could lead to subsequent public backlash, conceivably setting AI back by a decade or more. (One could well argue that something like that has happened with nuclear energy.) Already there have been dramatic protests of driverless cars in San Francisco.31 When ChatGPT’s head of product recently spoke at SXSW, the crowd booed. People are starting to get wise.

      

      §

      Gaslighting and bullying are another common pattern. When I argued on Twitter in 2019 that large language models “don’t develop robust representations of ‘how events unfold over time’” (a point that remains true today), Meta’s chief AI officer Yann LeCun condescendingly said, “When you are fighting a rear-guard battle, it’s best to know when you adversary overtook your rear 3 years ago,” pointing to research that his company had done, which allegedly solved the problems (spoiler alert: it didn’t).32 More recently, under fire when OpenAI abruptly overtook Meta, LeCun suddenly changed his tune, and ran around saying that large language models “suck,” never once acknowledging that he’d said otherwise.33 All this—the abruptly changing tune and correlated denial of what happened—reminded me of Orwell’s famous line on state-sponsored historical revisionism in 1984: “Oceania has always been at war with Eastasia” (when in fact targets had shifted).34

      The techlords play other subtle games, too. When Sam Altman and I testified before Congress, we raised our right hands and swore to tell the whole truth, but when Senator John Kennedy (R-LA) asked him about his finances, Altman said, “I have no equity in OpenAI,” elaborating that “I’m doing this ’cause I love it.”35 He probably does mostly work for the love of the job (and the power that goes with it) rather than the cash. But he also left out something important: he owns stock in Y Combinator (where he used to be president), and Y Combinator owns stock in OpenAI (where he is CEO), an indirect stake that is likely worth tens of millions of dollars.36 Altman had to have known this. It later came out that Altman also owns OpenAI’s venture capital fund, and didn’t mention that either.37 By leaving out these facts, he passed himself off as more noble than he really is.

      And all that’s just how the tech leaders play the media and public opinion. Let’s not forget about the backroom deals. Just as an example, we’ve all known for a long time that Google was paying Apple to put their search engine front and center, but few of us (including me) had any idea quite how much. Until November 2023, that is, when, as The Verge put it, “A Google witness let slip” that Google gives Apple more than a third of the ad revenue it gets from Apple’s Safari, to the tune of $18 billion per year.38 It’s likely a great deal for both, but one that has significantly, and heretofore silently, shaped consumer choice, allowing Google to consolidate their near-monopoly on search. Both companies tried, for years, to keep this out of public view.

      Lies, half-truths, and omissions.

      Perhaps Adrienne LaFrance said it best, in an article in The Atlantic titled “The Rise of Technoauthoritarianism”:

      
        The new technocrats claim to embrace Enlightenment values, but in fact they are leading an antidemocratic, illiberal movement. . . . The world that Silicon Valley elites have brought into being is a world of reckless social engineering, without consequence for its architects. . . . They promise community but sow division; claim to champion truth but spread lies; wrap themselves in concepts such as empowerment and liberty but surveil us relentlessly.39

      

      We need to fight back.
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        How Silicon Valley Manipulates Government Policy

      
      
        [It is time to] challenge the extraordinary lobbying machinery . . . and recruitment revolving door . . . of big tech companies.

        —Nobel Laureates Maria Ressa and Dmitry Muratov, 2022

      

      It’s not just that Silicon Valley manipulates the public. They are constantly, and very effectively, playing our governments, too. To begin with, there are of course campaign finance contributions. And then there are conflicts of interest that aren’t publicly disclosed, like senators who have children working for big tech, or spouses with investments in big tech. And there is the “revolving door,” whereby people working in government often wind up later working for big tech companies, often at the highest levels; Nick Clegg, for example, once UK deputy prime minister, now works on policy for Meta, and is one of the most powerful players there after Zuckerberg. Washington is filled with people who used to work for Google, and Google is filled with people who used to work in Washington. They don’t call it the “revolving door” for nothing.

      And then there is lobbying, largely shielded from public view. I always knew it existed, but until I started working on tech policy, I had no idea of the scope, of how deeply these campaigns go, nor how well organized and well capitalized they are.

      The more I find out about it, the more concerned I am. Companies like Google and Meta spend tens of millions every year. In 2023, according to CNBC, more than 450 organizations participated in AI lobbying, a new record and almost double the year before.1 In Europe, big tech companies recently spent over 100 million euros on lobbying in just one year, and came close to derailing the EU AI Act.2 While Sam Altman ran around telling the world he was pro-AI regulation, his companies’ lobbyists were secretly trying to water down the EU AI Act.3

      And they got access. According to the nonprofit Corporate Europe Observatory, in 2023 in the EU, “Out of the 97 meetings held by senior Commission officials on AI in 2023 . . . 84 were with industry and trade associations, twelve with civil society, and just one with academics or research institutes.”4 You can’t blame the corporations for wanting to speak up, but the governments need to work harder to include independent scientists, ethicists, and other stakeholders from civil society.

      And what did the companies want? According to one parliament member, the companies wanted “voluntary rather than mandatory commitments.” It is fine to talk about transparency and accountability, but none of the big companies have any desire to be legally obligated to ensure transparency or accountability. When regulation started to look imminent in the EU, Altman tried to bluff, briefly alleging that he would take ChatGPT out of Europe if he didn’t get his way.5

      

      §

      In the United States, we have had too many closed-door meetings like the first session of Senator Chuck Schumer’s (D-NY) “AI Insight Forums,” almost entirely dominated by tech CEOs, with barely any representation from civil society.6 As former EU parliament member Marietje Schaake memorably put it on X, “Imagine a convening about the question of how to legislate for CO2 reduction with the CEOs of Chevron, Aramco, Shell, Exxon, BMW, Ford, Tata, BP, oh and a Greenpeace activist.”7

      Behind the scenes, there is a complex web between companies and philanthropists. In the words of a recent Politico exposé, “a billionaire-backed network of AI advisers [has taken] over Washington.” They lay it out thus: “A sprawling network spread across Congress, federal agencies and think tanks is pushing policymakers to put AI apocalypse at the top of the agenda—potentially boxing out other worries and benefiting top AI companies with ties to the network.”8 The leading sponsor? One of Facebook’s co-founders, Dustin Moskowitz. And then it came out (the story is still emerging) that Moskowitz also has put money into the RAND Corporation, which reportedly influenced the White House Executive Order on AI.9 Politico has also reported that several key congressional staffers who are working on AI are funded partly by big tech companies, and by a former executive of Microsoft who is still involved both there and at OpenAI.10 Google’s former CEO Eric Schmidt clearly also has enormous sway throughout Washington. A tiny number of people and companies are having an enormous, largely unseen influence. And because few members of Congress have a strong technical background, they are inclined to listen to what the tech companies tell them.

      Big Tech owes its shareholders a return; our governments owe us better.

      It is not coincidence that in the end, for all the talk we have seen of governing AI in the United States, mostly we have voluntary guidelines, and almost nothing with real teeth. In October 2023, the Biden administration, to its considerable credit, took an important step and released a 100-page Executive Order on AI. But the White House can’t actually pass laws, so what’s there is mostly voluntary guidelines and reporting requirements, but almost nothing to actually mitigate safety risks, even if they are reported. Real teeth would require the House and Senate to agree, to pass bills. So far, Congress hasn’t stepped up. Senate Majority Leader Schumer, whose daughters work for big tech, delayed for months, only to issue a “Road Map” in May 2024 instead of proposing actual legislation.

      Even in the European Union, generally much more warmly disposed toward firm regulation than the United States has been in recent years, last-minute tech lobbying weakened things and almost blew the whole thing up. The EU AI Act had been five years in the making, and by early December 2023, seemed all ready to go. And then, a company called Mistral (valued at nearly a billion dollars at that time) whispered in the French prime minister’s ear, nearly derailing everything.11

      At the center of it was a gentleman named Cédric O (that’s his full last name), formerly of the French government. As Bloomberg News notes O had “backed aggressive tech regulation in the past” when he was in the government—only to oppose such regulation when he joined a startup.”12 O told a journalist that he is not a lobbyist, but that seems to be exactly what he was hired for.13 While he was speaking to his former colleagues in the French government his new company Mistral was raising hundreds of millions of dollars on a multi-billion-dollar valuation.14 Washington is known for a “revolving door” between government and industry; the same mechanics in Europe almost killed their AI bill.

      Meta’s Yann LeCun (a native of France) also tried to block the EU AI Act, in an shameless act of historical revisionism. On X he posted: “EU AI Act: it’s not over yet. Regulating foundation models is a bad idea that was added late in the text and rightfully fought against by Macron’s government,” trying to paint those who added foundation models into the EU act as bargaining in bad faith, as if the regulation of foundation models was some kind of sneaky, eleventh-hour move.15 Reality was pretty much the opposite: the first mention of foundation models (sometimes referred to as a type of general-purpose AI) didn’t come at the last minute during those December negotiations. Or even earlier that month. Or even in November 2022, when ChatGPT was released, but instead almost two years earlier—by the very French government that was now trying to block things.16 Quelle ironie.

      When an agreement in principle on the EU AI act was finally reached, after weeks of intense negotiations, including at least two all-nighters, the tech companies were still pushing to try to block it.

      Even before Cédric O and the last-minute attempts to delay the EU AI Act, the Corporate Europe Observatory ran an essay with this astonishingly on-point conclusion:

      
        the run-up to the European parliamentary elections and after a term of unprecedented digital rule-making . . . raises the question if Big Tech has become too big to regulate. From surveillance advertising to unaccountable AI systems, with its massive lobby firepower and privileged access, Big Tech has all too often succeeded in preventing regulation which could have reined in its toxic business model. Big Tech cannot be seen as just another stakeholder, as its corporate profit model is in direct conflict with the public interest. Just as Big Tobacco has been excluded from lobbying law-makers as its interests are contrary to the public health of people, the same lessons should now be drawn from the year-long struggle against Big Tech.17

      

      

      §

      The most insidious thing coming from Silicon Valley right now is a campaign to undermine regulation around AI altogether. The investor Marc Andreessen—who has billions of dollars at stake, currently working on an immense multi-billion-dollar AI deal with Saudi Arabia—went so far as to try to paint any regulation of AI as immoral, and even (literally) evil, arguing that things like “trust and safety” and “AI ethics” were part of a “mass demoralization” campaigns aimed at “deceleration,” and that anyone who worried about AI risk (and hence thinking about regulation) was “suffering from . . . a witches’ brew of resentment, bitterness, and rage that is causing them to hold mistaken values, values that are damaging to both themselves and the people they care about.”

      Nonsense. We have regulation in practically every sphere of our lives. None of it is perfect, but we would clearly be worse off if anyone could fly any kind of vehicle at any time anywhere, or if anyone wanting to call themselves a drug company could put out anything on the market at any time. Nobody would want to fly in a Boeing 737 Max after its two crashes and scary door plug incident without a thorough investigation,18 and nobody should imagine that AI—perhaps the most powerful and hence potentially new technology of our time—should be magically exempt from regulation. It’s absurd not to regulate it.

      Maybe the best historical look at tech regulation in America that I have read is Mark MacCarthy’s book Regulating Digital Industries, which decisively counters the canard that regulation is bad for tech innovation. To the contrary, he shows that, historically, regulation was often critical to getting new tech industries off the ground. For example, he argues that

      
        in the 1920s, broadcasting was a popular novelty, apparently able to bring music, sports, news, and political conventions into the home from a distance. But unlicensed stations interfered with each other’s signals so often that they could not effectively reach an audience. The industry itself asked for public regulation to restore enough order in the use of the radio spectrum to permit the development of a stable industry.19

      

      The same thing happened in aviation:

      
        When commercial aviation became a genuine possibility in the 1930s, the first thought in the mind of policymakers was to establish a regulatory structure to bring the technology to market in an orderly way. In 1938, Congress established the Civil Aeronautics Board (CAB) to govern entry and exit of aviation firms from the industry, allocate routes, and set rates for the emerging industry. Through the succeeding decades, the industry grew spectacularly under this regulatory supervision.20

      

      And in many other industries, too:

      
        Throughout the economy, regulatory agencies expanded to cover communications, gas, electricity, water, securities exchanges, banks, insurance companies, stockbrokers, shipping, trucking, and inland water-ways. Everywhere consumers turned they encountered businesses whose economic activity was supervised and governed by regulatory agencies.21

      

      As MacCarthy puts it, it’s only “through a historical accident” that the computer industry has been treated differently.22 It’s time to remedy the mess that has ensued.

      

      §

      What I have learned from my time in Washington, London, and Geneva is that on the road to AI regulation, good intentions are not enough. Everyone I spoke with understood the importance and even the urgency of regulating AI. But there is still a culture of closed-door meetings and governing by photo op. There are conflicts of interest, too. (The children of the powerful Senator Chuck Schumer [D-NY] work for Meta and Amazon, yet he has refused to recuse himself.23)

      And, money, as ever, has enormous sway over democracy. As Jim Steyer, Common Sense Media’s CEO put it, discussing a January 2024 hearing on children and social media, “The bottom line is clear—we need Congress to act. This issue is very popular on both sides of the aisle. It’s not that there isn’t political will. What you have is extremely wealthy companies paying off Congress to do nothing.”24 We can’t let that happen. But often it has.

      Take disinformation. Everyone was up in arms about it after the 2016 election; there was lots of talk in Congress about curbing it. But presumably the big social media companies didn’t want that very difficult and expensive job. As Nina Jankowicz put it,

      
        Unfortunately, greater awareness of the perils of disinformation has not produced the necessary corrective action. . . . Sensible, bipartisan legislation, such as the Honest Ads Act—a bill proposed in 2017 by Senator Amy Klobuchar, Democrat of Minnesota, and Senator Mark Warner, Democrat of Virginia, and initially cosponsored by Senator John McCain, Republican of Arizona, and then Senator Lindsey Graham, Republican of South Carolina—has languished in what congressional staffers have labeled the “disinformation graveyard.” . . . The bill never made it out of committee in the Senate.25

      

      Even when legislation does pass, it’s not always the right legislation. Precursors to today’s big tech hoodwinked Congress into giving social media platforms a free pass, through legislation known as Section 230. Meta (parent of Facebook and Instagram) and X essentially aren’t liable for anything they post or promote, no matter how bad, no matter how many people read it, no matter how actively the social media companies pump it in order to sell ads. The idea was that phone companies shouldn’t be liable for what people do with their phones, so internet providers shouldn’t be, either. But social media companies choose what to promote, which is very different, and no matter what choices they make, they are protected. Senators have talked many times about changing that, so that social media companies are made more liable for what they post and promise, but thus far it hasn’t happened.

      Roger McNamee’s evaluation of Congress (sent to me an in email), having spent several years in Washington, is brutal:

      
        The incentives for members of Congress are misaligned with voters. As you have probably experienced, members spend most of their time running for re-election. A typical year has only 105–110 days in session, some days for only a few minutes. Members have learned to express sympathy, write bills, and then stand around while nothing happens. There are so many choke points in Congress that industry only needs to buy off a handful of members to block any piece of legislation. Voters do not penalize members for doing nothing, so no one feels pressure to pass legislation.

      

      Regulatory capture—rules written by the very companies we need to regulate in order to consolidate their power—and inertia, in which nothing gets passed at all, are the twin enemies. And as it stands, we are losing the battle.

      The EU (which sharply limits financial contributions) has taken some great steps, but elsewhere we need to tell our governments that what we have so far isn’t good enough. The next part of the book is about what we should demand—and how we can get it: the eleven most important things we should insist on.

    
  
    
      
        Part III

        What We Should Insist On

      
      
        In the original Gilded Age, when confronted by never-before-seen industrial challenges, the people, acting through their government, developed never-before-seen solutions. They invented an antitrust statute in 1890. They invented the first independent regulatory agency in 1887. The people’s representatives protected the supply of food and drugs, the safety of workers, and so much more. . . . Confronted by our own never-before-seen digital challenges, We the People and our representatives must be equally creative and bold. It is our turn to step up and make history.

        —Tom Wheeler, Techlash, 2023

        The people are talking to the government on twenty-first-century technology [while] the government is . . . providing nineteenth-century solutions.

        —Madeleine Albright
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        Data Rights

      
      
        On the one hand, we want to encourage remixes, collage, sampling, reimagining. We want people to look at what exists, in new ways, and offer new insights into what they mean and how. On the other hand, those who want better data rights want people to be comfortable putting effort and care into writing, art making, and online communication. That’s unlikely to happen if they don’t feel like they own and control the data they share, regardless of the platforms they use.

        —Eryk Salvaggio, 2023

      

      Don’t let them steal your content, don’t let them destroy the arts. And don’t let them steal your soul. The Great Data Heist has to stop, and you need to get a cut. The first word in data should be consent.

      One way to think about this is legalistically, in terms of current laws. As I write this, there are multiple lawsuits pending, filed by writers, artists, computer programmers, and others, arguing that Generative AI has infringed on their intellectual property.1 My guess is that the plaintiffs will win (or settle) some of these cases, but the law is not always entirely clear, and neither judges nor juries are always predictable.

      Regardless of where the law has been historically, a second question is moral: Should companies have rights to train on copyrighted materials or the rights to use your personal data? The third question is in terms of future laws. In other words, what kind of society should we want, and what changes in our laws might be necessary to get there?

      

      §

      For years, most people looked on quietly as companies like Google and Meta have routinely invaded our privacy. Nowadays, too few people are speaking up as companies like OpenAI have trained their models on massive amounts of content, a lot of it copyrighted, with essentially no compensation to the artists or writers who created it.

      Venture capitalist Vinod Khosla (perhaps not coincidentally a major investor in OpenAI) even went so far as to suggest that there shouldn’t be any rules to protect content creators from having their works absorbed wholesale by Generative AI:

      
        To restrict AI from training on copyrighted material would have no precedent in how other forms of intelligence that came before AI, train.

        There are no authors of copyrighted material that did not learn from copyrighted works, be it in manuscripts, art or music. You can’t separate Gauguin’s influence from Matisse, Velazquez’s from Dali, Picasso’s from Pollock, Beyonce’s from Taylor Swift, nor Charles Taylor’s from Yuval Noah Harari. The list goes on.2

      

      The point about precedents should cut no ice here. Before the printing press came into being, there were no copyright laws at all.3

      Copyright laws were developed to protect intellectual property—but they were instituted before large language models were developed. The relevant precedent here, which Khosla ignored, is for inventing new laws in light of new technology. The point of copyright laws, back in the fifteenth and sixteenth centuries (and continuing today), was to protect writers against having their stuff plagiarized by printers. The point now should be to update those laws, to prevent people from being ripped off in a new way, namely, by the chronic (near) regurgitators known as large language models. We need to update our laws.

      Just because things can (perhaps) be done presently doesn’t mean we should allow them going forward. To take one example, we have, with good reason, developed laws against usury, against suckering people into paying outlandishly high interest rates. Society let loan sharking slide for a while, and eventually realized that was a bad idea.4 We can pass laws to prohibit things that are unjust, even ones that were not anticipated historically. To make sure that creators’ intellectual property is properly protected, we should, where necessary, pass new laws that are clear and unambiguous.

      

      §

      Within the tech community, the AI researcher/composer Ed Newton-Rex stands apart, as one of the first to speak out. He resigned from leading the audio team at Stability AI (a major Generative AI startup), saying, “I can only support Generative AI that doesn’t exploit creators by training models—which may replace them—on their work without permission.”5

      We should stand with him. We should not use Generative AI that exploits creators, period. We should stand with the musician and polymath Jaron Lanier, and demand what he has called data dignity:

      
        In a world with data dignity, digital stuff would typically be connected with the humans who want to be known for having made it. In some versions of the idea, people could get paid for what they create, even when it is filtered and recombined through big models, and tech hubs would earn fees for facilitating things that people want to do.6

      

      Is that really too much to ask? Lanier has long called for micropayments; if a company uses your data, you should get a small cut. That’s not going to be enough to make a living from, but it’s not unreasonable for society to demand some measure of profit sharing.

      

      §

      Software engineer Pete Dietert put all this even more strongly and more generally, in a scathing post on LinkedIn cautioning about what he calls “digital replicants” of living people:

      
        Regardless of economic infringements, if someone takes my digital text, and digital images of me, and digital recordings of my voice, and models a virtual me without my consent, that is a direct violation of my “moral rights” to my own identity—regardless if someone makes money out of “digital me” or not. This is the current “replicant” threat we are talking about. . . . Currently, parts of my digital physical/mental identity are already being sold by data brokers. So my autonomy and moral rights to my own works, my own digital behaviours, and my own digital self, are already frequently being violated. In this sense, “#AGI” means creating an ever higher fidelity digital replicant of me, that is effectively owned by someone else, and is poised to directly compete against me, simply because I “chose” to exist, or have some digital works of “me” made available on the Internet. No. I did not and do not consent to a digital replicant being made of me. That should be “end of story.” But the Tech Bros. “answer” is “too bad, so sad, you ‘posted’ so your digital identity now belongs to us.”

      

      As I wrote recently on X:

      
        I . . . can imagine a world in which AI would create genuinely original works of art, using a form of deeper and more original AI than we currently know how to build.

        But the world I actually foresee in the near-term is one in which big tech companies use stochastic mimicry and power to constantly encroach on the rights and economics of journalists, artists, musicians, and more, driving most out of business, and leaving the world adrift in a sea of mediocrity.

        I hope Congress won’t let that happen.

        I hope that Congress will insist that there can be no use of copyrighted work for training without two things: consent and compensation.

        Creators who do not wish to consent should not be coerced into having their work used in the training of AI systems that regularly produce near-plagiaristic outputs.7

      

      For the sake of artists, writers, musicians, and other creators—and for the sake of all of us who appreciate their works, I hope that all of this happens, soon.
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        Privacy

      
      
        A world in which privacy is respected is one in which you can go out to protest without fear of being identified. It’s a world in which you can vote in secret. You can explore ideas in the safety of your mind and your home. You can make love without anyone except your partner tracking your heartbeat, without anyone listening in through your digital devices.

        —Carissa Véliz, 2021

        Privacy problems emerge with AI. . . . These privacy problems are often not new; they are variations of longstanding privacy problems. But AI remixes existing privacy problems in complex and unique ways. . . . In many instances, AI exacerbates existing problems, often threatening to take them to unprecedented levels.

        —Daniel Solove, 2024

      

      Existing privacy and copyright laws simply won’t be enough to guarantee that we get the world we want. We have already seen how Generative AI can easily wind up infringing on copyright, yet the laws, written in an earlier era, aren’t entirely clear. The situation with privacy in the United States is no better. As of this writing, no federal law guarantees that Amazon’s Echo device won’t snoop in your bedroom, nor that your car manufacturer won’t sell your location data to anyone who asks.1

      According to a recent report by Mozilla, every car manufacturer they looked at (twenty-five in all), “collects more personal data than necessary and uses that information for a reason other than to operate your vehicle and manage their relationship with you”; they further note that, legally, car manufacturers

      
        can collect deeply personal data such as sexual activity, immigration status, race, facial expressions, weight, health and genetic information, and where you drive. Data is being gathered by sensors, microphones, cameras, and the phones and devices drivers connect to their cars, as well as by car apps, company websites, dealerships, and vehicle telematics. Brands can then share or sell this data to third parties. Car brands can also take much of this data and use it to develop inferences about a driver’s intelligence, abilities, characteristics, preferences, and more.2

      

      If that wasn’t bad enough, a federal judge recently ruled that it’s acceptable for your car to collect and record your text messages.3 It’s also possible they might legally be able to collect other information from your phone, if you connect via a USB port. As the lead researcher at Mozilla, Jen Caltrider, put it in an interview, “The amount of data that these car companies blatantly said that they could collect was shocking.” Not just how much you like to drive and where you live, but quite possibly even guesses about your sex life, through combining GPS coordinates of the neighborhoods and places you’ve visited with whatever can be gathered about your shopping habits from places like Google, Amazon, and Facebook, to say nothing of dating apps. If we don’t act, AI is only going to make all this worse.

      As cyber strategist Kandy Zabka put in on LinkedIn, “Cars are little spy machines. Data vacuums.”

      And by the way, you probably agreed to this, and didn’t realize that you had. If you buy a new car and press the right button, perhaps on the audio or navigation system, you well may have agreed to some “Terms of Service” agreement that gives the car manufacturer the legal right to snoop on you. But who reads forty-page terms of service agreements, anyway? You probably couldn’t have started the sound system or navigation system you paid for otherwise, and the car manufacturer wouldn’t have it any other way. Your data are too lucrative.

      Nothing special here to AI, of course; terms of service are constantly abused. But AI is likely to multiply the consequences of these invasions of privacy, perhaps leading to new levels of hyper-personalized ads and custom-tailored political manipulation.

      

      §

      The default view in Silicon Valley is that anything that’s out there is there for the taking. Few in the Valley seem to care about the artists and writers they may be putting out of work, or the fact that those artists and writers may get little compensation. And they sure as hell don’t care about our privacy. Invading our privacy is their business model. As Oxford philosopher Carissa Veliz puts it in Privacy Is Power, “The internet is primarily funded by the collection, analysis, and trade of data—the data economy. Much of that data is personal data—data about you.”4

      The data leaks I described earlier make all this worse, and we have no idea who any of these companies will sell their data to.

      We can’t just leave privacy to the companies.

      In April 2018, sociologist Zeynep Tufekci wrote a piece for WIRED that has stuck with me ever since, called “Why Zuckerberg’s 14-Year Apology Tour Hasn’t Fixed Facebook.” As the subheading put it, “Facebook CEO’s constant apologies aren’t a promise to do better. They’re a symptom of a profound crisis of accountability.” The opening paragraph reads as follows:

      
        In 2003, one year before Facebook was founded, a website called Facemash began nonconsensually scraping pictures of students at Harvard from the school’s intranet and asking users to rate their hotness. Obviously, it caused an outcry. The website’s developer quickly proffered an apology. “I hope you understand, this is not how I meant for things to go, and I apologize for any harm done as a result of my neglect to consider how quickly the site would spread and its consequences thereafter,” wrote a young Mark Zuckerberg. “I definitely see how my intentions could be seen in the wrong light.”5

      

      Nice apology. Total bullshit. The rest of the article recounted a seemingly endless series of further apologies, year after year, such as “This was a big mistake on our part, and I’m sorry for it” (2006) and “We simply did a bad job with this release and I apologize for it . . . I’m not proud of the way we’ve handled this situation and I know we can do better” (2007). Each one sounded sincere, and every last one of them was soon followed by another relapse.

      We cannot leave privacy to people like that. But so far, Washington hasn’t managed to get the job done. It’s not like Washington hasn’t tried. Bills like the American Data Privacy and Protection Act and the Children and Teens’ Online Privacy Protection Act have been proposed.6 But they have not gotten through. We have to make more noise.

      Every citizen should have (1) some control over privacy, including easy-to-understand rules for revoking consent, or, better yet, an opt-in system in which consent is never assumed, but only given if you affirmatively agree; (2) clarity about how their data are used; and (3) a cut of the profits from using their data. Control, transparency, and a cut. It’s not too much to ask.
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        Transparency

      
      
        Too much light makes the baby go blind.

        —Facetious title of a long-running comedy improv show

        AI offers incredible possibilities for our country, but it also presents peril. Transparency into how AI models are trained and what data is used to train them is critical for consumers and policy makers.

        —US House Representative Anna Eshoo

        Transparency isn’t just an important ideal. It is essential to successful AI accountability.

        —Marietje Schaake, 2023

      

      “Transparency”—being clear about what you’ve done and what the impact is. It sounds wonky, but matters enormously. Companies like Microsoft often give lip service to “transparency,” but provide precious little actual transparency into how their systems work, how they are trained, or how they are tested internally, let alone what trouble they may have caused.

      We need to know what goes into systems, so we can understand their biases (political and social), their reliance on purloined works, and how to mitigate their many risks. We need to know how they are tested, so we can know whether they are safe.

      Companies don’t really want to share.

      Which doesn’t mean they don’t pretend otherwise. For example, in May 2023, Microsoft’s president Brad Smith announced a new “5 point plan for governing AI,” allegedly “promoting transparency”; the CEO immediately amplified his remarks, saying, “We are taking a comprehensive approach to ensure we always build, deploy, and use AI in a safe, secure, and transparent way.”1

      But as I write this, you can’t find out what Microsoft’s major systems were trained on. You can’t find out how much they relied on copyrighted materials. You can’t find out what kind of biases might follow from their choice of materials. And you can’t find out enough about what they were trained on to do good science (e.g., in order to figure out how well the models are reasoning versus whether they simply regurgitate what they are trained on). You also can’t find out whether they have caused harm in the real world. Have large language models been used, for example, to make job decisions, and done so in a biased way? We just don’t know. In an interview with Joanna Stern of The Wall Street Journal, OpenAI’s CTO Mira Murati wouldn’t even give the most basic answers about what data had been used in training their system Sora, claiming, improbably, to have no idea.2

      Not long ago, in a briefing on AI that I gave at the UN, I highlighted this gap between words and action.3 Since then, a team with members from Stanford University, MIT, and Princeton, led by computer scientists Rishi Bommasani and Percy Liang, created a careful and thorough index of transparency, looking at ten companies across 100 factors, ranging from the nature of the data that was used to the origins of the labor involved to what had been done to mitigate risks.4

      Every single AI company received a failing grade. Meta had the highest score (57 percent), but even it failed on factors such as transparency of their data, labor, usage policy, and feedback mechanisms.5

      Not a single company was truly transparent around what data they used, not even Microsoft (despite their lip service to transparency) or OpenAI, despite their name.

      The report’s conclusions were scathing:

      
        The status quo is characterized by a widespread lack of transparency across developers. . . . Transparency is a broadly-necessary condition for other more substantive societal progress, and without improvement opaque foundation models are likely to contribute to harm. Foundation models are being developed, deployed, and adopted at a frenetic pace: for this technology to advance the public interest, real change must be made to rectify the fundamental lack of transparency in the ecosystem.6

      

      

      §

      Worse, as the Stanford/Princeton/MIT team put it, “While the societal impact of these models is rising, transparency is on the decline.”

      While I was sketching this chapter, a nonprofit reassuringly called the Data & Trust Alliance—sponsored by 20-plus big tech companies—managed to get coverage in a New York Times article titled “Big Companies Find a Way to Identify A.I. Data They Can Trust.”7

      When I checked out the alliance’s webpage, it had all the right buzzwords (like “[data] provenance” and “privacy and protection”), but the details were, at best, geared toward protecting companies, not consumers.8 With something like GPT-4, it would tell you almost nothing you actually wanted to know, for example, about copyrighted sources, likely sources of bias, or other issues. It would be like saying for a Boeing 787: “source of parts: various, US and abroad; engineering: Boeing and multiple subcontractors.” True, but so vague as to be almost useless. To actually be protected, we would need much more detail.

      What should we, as citizens, demand?

      
        	•	Data transparency: At the bare minimum, we should have a manifest of the data that systems are trained on; it should be easy for any interested person to see what copyrighted materials have been used.9 It should also be easy for any researcher to investigate likely sources of biases or to figure out how well the models were reasoning versus were they simply regurgitating what they were trained on. In essence, as several have argued, we need “nutrition labels for data” that explain where datasets come from, what appropriate use cases might exist, what limitations there might be, and other factors.10

        	•	Algorithmic transparency: When a driverless car has an accident, or a consumer’s loan application has been denied, we should be able to ask what’s gone wrong. The big trouble with the black box algorithms that are currently in vogue is that nobody knows how they work. As we saw earlier, nobody knows exactly why an LLM or generative model produces what it does. Guidelines like the White House’s Blueprint for an AI Bill of Rights, UNESCO’s Recommendation on the Ethics of Artificial Intelligence, and the Center for AI and Digital Policy’s Universal Guidelines for AI all decry this lack of interpretability.11 The EU AI Act represents real progress in this regard, but so far in the United States, there is little legal requirement for algorithms to be disclosed or interpretable (except in narrow domains such as credit decisions).12 To their credit, Senator Ron Wyden (D-OR), Senator Cory Booker (D-NJ), and Representative Yvette Clarke (D-NY) introduced an Algorithmic Accountability Act in February 2022 (itself an update of an earlier proposal from 2019), but it has not become law.13 If we took interpretability seriously—as we should—we would wait until better technology was available. In the real world, in the United States, the quest for profits is basically shoving aside consumer needs and human rights.

        	•	Source transparency: In coming years, there’s going to be a huge amount of propaganda, including deep-fake videos that are increasingly convincing, and loads of scams, such as the voice-cloning scams we saw earlier. Unfortunately, few people are trained to recognize machine-generated content, and there is no automated way to do so with certainty. Worse, by using simple tricks like personal pronouns and emojis, AI can fool a lot of people a lot of the time. Increasingly, we will see what the late philosopher Dan Dennett called “counterfeit people.” Similarly, journalist Devin Coldewey proposed that “software be prohibited from engaging in pseudanthropy, the impersonation of humans,” and I concur.14 In this new era, everyone needs to be on their guard. But governments need to help, insisting that AI-generated content be labeled as such, as Michael Atleson at the Federal Trade Commission (FTC) has encouraged; in his straightforward words, “People should know if they’re communicating with a real person or a machine.”15 (As he notes, we should also be told what is an ad, and what is not: “any Generative AI output should distinguish clearly between what is organic and what is paid.”)

        	•	Environmental and labor transparency: Every large Generative AI system (say, the size of GPT-4, Claude, or Gemini) should report on environmental impact regarding use of water, energy, and other resources, as well as carbon emissions; and chip manufacturers like NVidia should also be more forthcoming about their impact, in the full life cycle of their products. We should demand transparency around labor practices for the data workers who do the data labeling and provide human feedback.

        	•	Corporate transparency. We also need transparency regarding what the companies know about the risks of their own systems. In the famous Ford Pinto saga, Ford knew its cars’ rear gas tanks might sometimes explode, but didn’t share what they knew with the public.16 As tech analyst (and publisher) Tim O’Reilly has pointed out, tech companies should be required to be forthcoming about the risks they know about and about the internal work they have done around risks, “an ongoing process by which the creators of AI models fully, regularly, and consistently disclose the metrics that they themselves use to manage and improve their services and to prohibit misuse.”17 We also need every corporation to contribute to a public database of known incidents, and perhaps a government-sponsored global AI observatory to track these things.18 (The AI incident database is a good start.19) As Marietje Schaake has sharply observed, without corporate transparency, no regulatory framework can really work.20

      

      Writing good transparency bills takes hard work. As Archon Fung and cowriters’ Full Disclosure put it: “to be successful, transparency policies must be accurate, keep ahead of disclosers’ efforts to find loopholes, and, above all, focus on the needs of ordinary citizens”—and it is work that absolutely must be done.21

      The good news is there is some motion here. In December 2023, Representatives Anna Eshoo (D-CA) and Don Beyer (D-VA) introduced an important bill on transparency; in February 2024, Senator Ed Markey (D-MA) and Senator Martin Heinrich (D-NM), working together with representatives Eshoo and Beyer, introduced a bill for environmental transparency.22 I hope these bills make their way into law.
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        Liability

      
      You break it, you buy it. That’s true everywhere you go—except in Silicon Valley.

      Remember, for example, from an earlier chapter, that Section 230 of the Communications Decency Act, known as the free pass to social media, largely exempted platforms like Meta and Twitter from responsibility for what they post. (History note, for those not old enough to remember: when Section 230 was written, the noble goal was to protect internet service providers [ISPs] that simply passed information along—not to absolve social media platforms, which were not yet invented then. ISPs kept shuttling data across the network, in keeping with the original intention. But social media companies came to do something different: to actively determine news feeds with algorithms that polarized society, in order to maximize profits and engagement. The technology changed, and the laws didn’t keep up; the tech companies took advantage, and that’s how we got where we are now.)

      This has to stop; if social media aggressively circulates lies—particularly those that they easily could have fact-checked—they should be held responsible. Newspapers can be sued for lies; why should social media be exempt?

      Section 230 needs to be repealed (or rewritten), assigning responsibility for anything that circulates widely. We can’t just leave our media landscape to the whims of tech leaders making unilateral decisions—people with huge economic vested interests, who may or may not care much about the consequences of what they circulate to society.

      And we have to make absolutely, positively certain that the makers of AI (in many cases the same companies that run social media) are held responsible for the harms they are likely to cause, as they automate everything and excise humans from the loop.

      

      §

      Tom Wheeler, the former commissioner of the Federal Communications Commission (FCC), in his excellent book Techlash, talks about the common law principle called duty of care, which says that “the provider of a good or service has the obligation to anticipate and mitigate potential harms that may result.” By way of example, he talks about nineteenth-century railroads:

      
        As nineteenth-century trains raced across farmers’ lands, the steam engines threw off hot cinders that would set fire to the barns, hayricks, and homes as they passed. The Duty of Care, in the form of the tort claim of negligence, was enforced against the offending railroads. The result was that the railroads installed screens across the smokestacks of the steam engines to catch the cinders. The digital economy needs digital smokestack screens to catch the dangerous effects thrown off by platform companies.1

      

      I couldn’t agree more. Dangerous hot cinders are, of course, just one negative externality among many others, like the costs of secondhand smoke or the costs of pollution on climate change. As Wheeler notes, social media has had its share: “The decision of digital platforms to curate their content for maximum engagement results in negative externalities ranging from bullying to lies, hate, and disinformation campaigns by foreign governments.”

      For the most part, tech companies haven’t been held responsible for any of this, aside from some occasionally troubling optics. So they haven’t much cared, and when they have cared, it’s usually only briefly. Stricter liability laws, to hold companies responsible for their negative externalities—including new problems created or accelerated by AI—are vital.

      Facebook would presumably care a lot more about election interference, for example, if there were truly immense (rather than merely very large) cash penalties for amplifying large quantities of demonstrable misinformation; they would care even more if they lost access to certain markets altogether if they failed to police themselves. As long as the only penalty is bad optics, or fines they can easily afford, they are unlikely to invest heavily in solving the problem. Microsoft’s Designer software appears to have driven the nonconsensual deepfaked Taylor Swift porn, but it is doubtful that the company will in any way be held responsible for the situation, no matter how bad it gets, so there is little incentive to fully solve the problem.2 Insisting on duty of care as a condition for access to customers would be a start.

      

      §

      In December 2023, the EU reached an informal agreement, called the Product Liability Directive.3 The directive aims to

      
        provide people who have suffered material damage from a defective product with the legal basis to sue the relevant economic operators and seek compensation. . . . Product manufacturers will be liable for defectiveness resulting from a component under its control, which might be tangible, intangible, or a related service, like the traffic data of a navigation system. . . . A product is deemed defective when it does not provide the safety a person is entitled to expect based on the reasonable foreseeable use, legal requirements, and the specific needs of the group of users for whom the product is intended.

      

      An important part of this directive, which ties with the earlier discussion in the chapter on transparency, is that the defendant will be required to disclose relevant evidence. (A further goal of the directive is to bring a disparate set of laws across individual EU countries in harmony.4)

      Another goal was to “simplify the burden of proof” for people seeking compensation, to protect consumers who might otherwise face “excessive difficulties in particular due to technical or scientific complexity.”5 All of this is to the good.

      

      §

      Some existing US laws, especially Section 5 of the act that established the FTC, “prohibit[ing] unfair or deceptive practices,”6 give at least some coverage, and underlie some aspects of proposed legislation like the Foundation Model Transparency Act.7 Families of people who perished in cars with driver-assist systems are leaning on existing liability laws.8

      But there is nothing comprehensive in the United States, and existing laws do not clearly and fully address AI.

      Worse, the infamous Section 230, which by default protects media platforms from liability from the content they share, was also written pre-AI. But no clear ruling has been made yet, which means that in a country with a legal system like the United States, which revolves around judicial precedent, things are up for grabs.

      In the meantime, AI companies—like social media companies before them—might well try to use Section 230 to shield themselves from liability.

      Seeking stronger, clearer, more explicit protections, Senator Richard Blumenthal (D-CT) and Senator Josh Hawley (R-MO) have proposed to protect consumers along somewhat similar lines to what Europe has informally agreed on, with their Bipartisan AI Framework.9 (So far it is, sadly, merely a proposal, not something that the majority leader has chosen to present before the full Senate.) In their words, which I fully endorse:

      
        Congress should ensure that A.I. companies can be held liable through oversight body enforcement and private rights of action when their models and systems breach privacy, violate civil rights, or otherwise cause cognizable harms. Where existing laws are insufficient to address new harms created by A.I., Congress should ensure that enforcers and victims can take companies and perpetrators to court, including clarifying that Section 230 does not apply to A.I.10

      

      For those unfamiliar with the term, a private right of action is, basically, legal grounds for a lawsuit.

      

      §

      At the widely covered January 2024 Senate judiciary meeting where Mark Zuckerberg was prime focus, the costs of Section 230 were front and center.11 Senator Dick Durbin (D-IL) went after it hard, right from the beginning:

      
        Only one other industry in America has an immunity from civil liability. For the past 30 years, Section 230 has remained largely unchanged, allowing big tech to grow into the most profitable industry in the history of capitalism, without fear of liability for unsafe practices. That has to change.

      

      Senator Lindsey Graham (R-SC) followed suit, questioning Jason Citron, the CEO of the platform Discord, and then going even harder after Zuckerberg:

      
        Sen. Graham: Do you support removing Section 230 liability protections for social media companies?

        Citron: I believe that Section 230 needs to be updated. It’s a very old law.

        Sen. Graham: Do you support repealing it so people can sue if they believe they’re harmed?

        Citron: I think that Section 230 as written while it has many downsides, has enabled innovation on the internet . . .

        Sen. Graham: So here you are. If you’re waiting on these guys to solve the problem, we’re going to die waiting. [Turning his attention to Zuckerberg] Mr. Zuckerberg. Try to be respectful here. The representative from South Carolina, Mr. Duffy’s son got caught up in a sex extortion ring in Nigeria using Instagram. He was shaken down, paid money that wasn’t enough and he killed himself using Instagram. What would you like to say to him?

        Zuckerberg: It’s terrible. I mean no one should have to go through something like that.

        Sen. Graham: You think he should be allowed to sue you?

        Zuckerberg: I think that they can sue us.

        Sen. Graham: Well, I think he should and but that [but because of Section 230] he can’t.

      

      Later, Senator Amy Klobuchar (D-MN) concurred:

      
        I agree with Senator Graham that nothing is going to change unless we open up the courtroom doors. I think the time for all of this immunity is done because I think money talks even stronger than we talk up here.

      

      Every one of the senators seemed ready to repeal (or amend) Section 230. Godspeed to them. American citizens should have the same rights to sue tech companies that European citizens soon will.

      

      §

      All that said, although the tech companies absolutely should not continue to have the kind of blanket shielding from liability that they currently have, liability is tricky. You don’t want to hold car manufacturers responsible for every bank robber who uses their cars. But you might want to hold gun manufacturers or cigarette companies accountable to some degree.

      A recent MIT working paper introduces a thought-provoking metaphor, pondering when a user should be responsible, and when a manufacturer should be, analogizing to what they call a “fork in the toaster” situation, asking “when a user . . . is responsible for a problem because the AI system was used in a way that was clearly not responsible or intended.” By analogy, they write:

      
        one can’t be held personally responsible for putting a fork in a toaster, if neither the nature of toasters nor the dangers of electricity are widely known. . . . The AI system provider should in most cases be held responsible for a problem unless it is able to show that a user should have known that a use was irresponsible and could not have been foreseen or prevented.12

      

      Current fine-print taglines like “Bing is powered by AI, so surprises and mistakes are possible” hardly seems to me like enough to prepare lay users for all the chaos that can ensue from hallucinations and bias and other problems. Meanwhile, Microsoft’s Designer is being used for creating deepfake porn. We could well ask whether companies that make them have done enough to keep their tools from being used in that fashion.

      In my view, current AI practices fall far short of protecting society from the potential ills that Generative AI has been implicated in.

      According to a September 2023 poll, 73 percent of US voters “believe AI companies should be held liable for harms from technology they create.”13 It’s time to make that happen.
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        AI Literacy

      
      
        Every administrator, teacher, and student should know how to use AI and how AI works because when you understand the underlying fundamentals, you will be better able to use AI safely, effectively, and responsibly.

        —Pat Yongpradit, lead of Teach.AI

      

      When I was a kid, one of my favorite bits of television was the catchy, animated series of public service announcements, called Schoolhouse Rock—shorts like “I’m Just a Bill”—which I still remember four decades later, in this case about how a bill makes (or does not make) its way through Congress and ultimately to the president, either to be vetoed or to become law.1

      The cartoon was so iconic, a member of Congress once spoke about it. Dave Chappelle, Saturday Night Live, and Family Guy all made jokes about it. And many of us really did learn some basic civics there. (Another that sticks out in my mind was “Conjunction Junction,” about grammar; still others taught history, math, and other subjects.)

      We need AI education that is just as catchy, focusing on what chatbots can and can’t do (“I’m Just a Bot”), when to fact-check, how to use AI effectively, how to look out for bias, something about how it all works, and what our legal rights are, if we are harmed by AI.

      AI literacy is also something we should be teaching in elementary schools, too, with more advanced curricula in middle school, high school, and colleges—and for older adults too, who are perhaps most likely to be taken in by AI-produced scams. Some individual schools may do a little of this, and of course people are already starting to share newsletters, blog posts, and other media with friends and coworkers on an ad-hoc basis. But if we are all to live in a world steeped in AI, we need to be systematic about AI literacy. Everyone needs to have a basic understanding of what it can and cannot do, and we have to support that as a society.

      Realistically, part of the challenge here is that some of this training might itself change as AI develops further. But we can’t let that stop us. We need AI literacy every bit as much as we need media literacy, math literacy, and training in critical thinking.

      

      §

      Congress should support AI literacy, with adequate funding. The good news is that, as I was drafting this, two members of Congress, Representatives Lisa Blunt Rochester (D-DE) and Larry Bucshon, MD (R-IN), introduced an Artificial Intelligence (AI) Literacy Act.2 It’s meant to amend the Digital Equity Act and codify AI literacy as a component of digital literacy. Their goal is to outline a set of literacy skills around AI, to promote them, and to make sure that they are taught in schools and colleges, available through libraries and on the web and elsewhere.

      Fantastic! Now let us hope for the best, with a reminder from Schoolhouse Rock about what’s next:

      
        I’m just a bill, yes I’m only a bill

        And I got as far as Capitol Hill

        . . .

        Whether they should let me be a law

        How I hope and pray that they will.
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        Independent Oversight

      
      
        Time after time, purely voluntary self-regulation has proven to be a failure and has largely been abandoned in Europe.

        —Mark MacCarthy, Regulating Digital Industries

      

      At that historic May 2023 Senate Subcommittee on AI Oversight, there was much to admire. Serious public servants temporarily set aside politics, expressed humility, and seemed genuine in the search for what was best for the country. One moment, though, was absolutely cringe-inducing:

      
        Sam Altman [saying much the same as I said a few minutes earlier]: I would form a new agency that licenses any effort above a certain scale of capabilities and can take that license away and ensure compliance with safety standards. Number two, I would create a set of safety standards focused . . . And then third I would require independent audits . . .

        Sen. John Kennedy (R-LA): Would you be qualified to, to if we promulgated those rules, to administer those rules?

        Altman [declining]: I love my current job. [Crowd laughs]

        Sen. Kennedy: Cool. Are there people out there that would be qualified?

        Altman: We’d be happy to send you recommendations for people out there.

      

      If we are to have any hope at all of a just society, the fox can’t guard the henhouse.

      Oversight has to be independent—not determined by a list of people hand-picked by the companies we aim to oversee.

      Unfortunately, as I met with senators and representatives and their staff in the days and months that followed, I realized that, just about everywhere I went, Sam Altman had been there first. Congresspeople are people. Like everyone else, they get a thrill out of meeting celebrities, and Altman is a celebrity. Take, for example, this December 2023 Washington Post report:

      
        “I’ve never met anyone as smart as Sam,” said Sen. Kyrsten Sinema (I-Ariz.), who spent extensive time with Altman in Sun Valley, Idaho, last summer. “He’s an introvert and shy and humble, and all of those are things that are not normal for people on the Hill. But he’s very good at forming relationships with people on the Hill and he can help folks in government understand AI.”1

      

      It’s all well and fine for those in Congress to admire Altman, but that’s not what we are paying them for. We’re paying them to keep us safe.

      But they can only do that if they can look at companies with enough distance to be neutral. The 2010 US Supreme Court Decision on Citizens United, more or less giving corporations carte blanche to influence elections, is not helping.2 As the late Justice John Paul Stevens wrote in his dissent, “A democracy cannot function effectively when its constituent members believe laws are being bought and sold.”3

      

      §

      Not long ago, former Google CEO Eric Schmidt told Meet the Press, “When this technology becomes more broadly available, which it will, and very quickly, the problem is going to be much worse.” This is a very reasonable worry. But then he added, “I would much rather have the current companies define reasonable boundaries,” because, he said, “there’s no way a non-industry person can understand what is possible.”4

      That’s utter nonsense (which is what I said to Schmidt later that day in an email, albeit slightly more politely). Lots of scientists, not all on big tech’s payroll, are perfectly competent to understand what is possible—to the extent that anyone at all, in industry or otherwise, can understand these black boxes.

      We have many precedents in other industries for involving independent experts in important decisions, such as around medicine, airplanes, and nuclear energy. The idea that only industry people can decide is a myth.

      

      §

      And forget about self-regulation. It rarely if ever works. For example, as Georgetown Fellow Mark MacCarthy discusses in his recent book Regulating Digital Industries,

      
        In 2016, tech companies agreed to a European Union code of conduct on online terror and hate speech. The companies pledged to remove from their systems any material that incited hatred or acts of terror. They promised to review precise and substantial complaints about terrorist and hate content within twenty-four hours of receiving them and cut off access to the content, if required.5

      

      Needless to say, terror and hate speech didn’t suddenly, magically disappear.

      We don’t make sure our pharmaceuticals and food supply are safe simply by hoping for the best. And we don’t ensure their safety by leaving safety strictly to the companies making medicine and food. We have independent regulators, like the Food and Drug Administration (FDA), Federal Aviation Administration (FAA), and FTC, to keep companies’ feet to the fire—with good reason. This need not be massively expensive, either; as Roger McNamee said to me in email, “We have learned in areas far more complex than AI (e.g., pharmaceuticals, banking, food) that only a few regulators need to be graduate level experts in a given field. . . . If you regulate for desired outcomes, you change incentives. Eventually the industry does most of the work.

      

      §

      The independence in independent oversight should not and need not be infinite; as MacCarthy has written:

      
        [a digital regulator] should have sufficient regulatory authority to advance and balance sometimes conflicting policy goals and to adapt to changes. However, it must still be accountable to Congress, the courts, and the public, and to prevent partisan abuse, its authority to regulate content should be restricted. In addition, the rules surrounding its operation should be structured carefully to minimize the risks of capture by the industries it seeks to regulate.6

      

      What we need most of all are independent scientists, not funded by the big tech companies, at the table: people smart enough and trained enough to call bullshit on the companies when they need to. A great start would be refunding and reopening the US Office of Technology Assessment, which “provided legislators with nonpartisan researchers on new developments and recommendations for dealing with digital problems.”7

      

      §

      A good example of why we can’t leave the regulation of AI strictly to governments—and of why governments need to listen more to scientists—is the fiasco of driverless cars. In August 2023, the California Public Utilities Commission (CPUC) gave Waymo and Cruise permission to greatly increase their operations.8 Within a week, Cruise was involved in multiple incidents. With egg on its face, California quickly backtracked, and Cruise sharply cut back its operations.9 The freedom that the utilities commission had briefly granted to Cruise was clearly premature.

      That part was pretty widely reported on. But CPUC made another serious error as well. They had been asking manufacturers for only a tiny subset of the data they should have been asking for. One of the biggest omissions was that the state was not requiring enough data about “tele-operation,” which is to say about how much remote operators were involved in the actual moment-by-moment driving of the cars. A tiny bit might be expected; it was an open secret in the industry that the so-called driverless cars, even ones with literally no safety driver aboard, would sometimes call into remote centers when they got stuck. One might even argue that it is better to have humans somewhere in the loop. But there is a world of difference between a car needing human help once a day and a car that needs constant help. The former might be seen as a project near completion, potentially of considerable benefit to society, possibly outweighing risks. A car that needed constant help might be so far from completion that it shouldn’t really yet be on public roads. All residents of San Francisco, whether they like it or not, coexist with driverless cars, so they all have a right to know.

      A friend of mine, who is a scientist, told the state of California that they should ask for such data. But the state appears not to have listened.

      And, then, in early November 2023, The New York Times broke a major story: the number of people in Cruise’s teleoperation center exceeded the number of driverless cars they had on the road.10 Vehicles that were being billed as “autonomous” were really more like semi-autonomous, heavily reliant on off-stage humans. Public safety was being compromised for a system that appears to be what insiders call “Wizard of Oz,” in honor of the film’s famous line, “Pay no attention to the man behind the curtain.” A good, independent oversight body, with sufficiently empowered scientists on board, would never have allowed such a thing to happen.

      AI may be too big to fail, but we can’t leave its oversight purely to the government employees, either. Nor to regimes hand-picked by the companies. Independent scientists absolutely have to be in the loop.
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        Oversight Comes in Layers

      
      Commercial airlines are incredibly safe—far safer, mile for mile, than cars—despite traveling hundreds of miles an hour at 30,000 feet. That’s because there are numerous safeguards at multiple levels. There are strict rules on how you develop a new plane, how you certify it, and how you maintain it. We have software for quality control of air traffic control software. In addition to all those procedures, there are also institutions (like the US National Transportation Safety Board) in place, to investigate any accidents and to share learning from those investigations, because we can never anticipate absolutely everything in advance and so we must learn from our mistakes as well. We need all of these safeguards, both the forethought and the afterthought. That’s good oversight. And that’s why airplanes are so safe.

      When you build a house, you propose a plan; the town certifies that plan; building inspectors come regularly during the process and, at the end, they check the work. Cars are less regulated than airplanes, but multiple layers are still involved. For example, Title 49 of the United States Code, Chapter 301, written by Congress, describes regulations around motor vehicle safety, and the National Highway Traffic Safety Administration both administers those laws (e.g., it licenses manufacturers to make sure they meet certain safety requirements) and investigates accidents.

      It’s madness to think that more and more powerful AI should be exempt from similarly thorough oversight.

      

      §

      Missy Cummings, a former F-18 pilot and current professor and director of the Mason Autonomy and Robotics Center (MARC) at George Mason University, has explained how negative consequences can happen through flaws at four different steps along the journey from proposed software to real-world implementation.1 Her taxonomy highlights four fundamental risks: inadequate oversight (e.g., because regulatory policies are too weak, or because of external pressure to use AI in risky domains where it is inappropriate), inadequate design (e.g., software for merging results from different sensors might not be adequate), inadequate maintenance (e.g., models built in 2023 might not work as well in 2024 if there are different laws, new kinds of cars on the road, or other changes), and inadequate testing (e.g., if developers rely too much on tests in simulation, rather than in the real world).

      We need multiple layers of oversight because problems can develop anywhere along the way.

      In AI, at the crudest level, we need at least two stages of oversight: licensing of those models before they are widely deployed, as Canadian Member of Parliament Michelle Rempel Garner (PC MP) and I proposed, and auditing after they are released.2

      One obvious pre-deployment model is the system that the FDA uses to regulate drugs and medical devices (though hopefully moving with considerably more speed). The more something is novel, and the more risks it might pose, the higher the bar should be for approval.

      Auditing procedures post deployment are also critical. A recent review paper by Merlin Stein and Connor Dunlop at the Ada Lovelace Institute summarizes the essentials of how this works at the FDA:

      
        The FDA has extensive auditing powers, with the ability to inspect drug companies’ data, processes and systems at will. It also requires companies to report incidents, failures and adverse impacts to a central registry. There are substantial fines for failing to follow appropriate regulatory guidance, and the FDA has a history of enforcing these sanctions.3

      

      Stein and Dunlop fundamentally call for five things (simplifying their words, with minor edits):

      
        
          	•	Continuous, risk-based evaluations and audits

          	•	Empowering regulatory agencies to evaluate critical safety evidence directly

          	•	Independence of regulators and external evaluators

          	•	Structured access to models for evaluators and civil society

          	•	A pre-approval process that shifts the burden of proof to developers.4

        

      

      This seems exactly right to me.

      

      §

      I do not happen to think—though many well-known figures in the world do—that the safety risks of AI are on par with nuclear war.5 But certainly, as we saw in the chapter on risks, there is plenty to be worried about. Having a serious, layered process of oversight, just as we employ for airplanes and pharmaceuticals, is essential.
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        Incentivizing Good AI

      
      Ever wonder why houses in Vietnam are narrow, or why in France you see so many mansard roofs with balconies on them? Or why a lot of buildings in the UK have covered-up windows, and a lot of churches aren’t quite finished? Mostly, it’s tax policy, with taxes on the width of a house (“frontage”) in Vietnam, per floor in France, on windows in the UK, and on UK church construction, payable only on completion. Even tiny differences in tax structure can have significant consequences for how we build our world.1

      Very little in our tax code has been specifically addressed to the challenges raised by modern technology, but there is enormous opportunity there.

      Take taxes and their relation to employment. As Stanford economist and coauthor of The Second Machine Age and Race Against the Machine, Erik Brynjolffson, has put it,

      
        policymakers have . . . often tilted the playing field toward automating human labor rather than augmenting it. For instance, the U.S. tax code currently encourages capital investment over investment in labor through effective tax rates that are much higher on labor than on plant and equipment.2

      

      If we tilt that balance, we can still foster companies and innovation, but favor companies that use AI to do more with the people they have, rather than companies that use AI simply to lay people off. As Brynjolffson notes, “The solution is not to slow down technology, but rather to eliminate or reverse the excess incentives for automation over augmentation.”3

      

      §

      A few years ago, Brynjolffson introduced me to a great term, the Pigouvian tax, named for the British economist Arthur Pigou (whom we met earlier, the same person who coined the term “negative externalities”).4 Pigouvian taxes are taxes on industries that cause negative externalities. They have been used successfully to reduce pollution and traffic congestion, to help the environment, and for other purposes.

      We should start thinking about Pigouvian taxes for digital technology, too, to encourage better protection of people’s privacy, to discourage the generation of mis- and disinformation, to incentivize social media platforms to do more to fight online bullying, and so on. One could go even further, instituting taxes (or tax credits) to foster AI that does not torch the environment.

      And as the self-described “alignment accelerationist” Andrew Konya has brilliantly put it, we might even a need “a Pigouvian tax on AI misalignment” that “incentivizes incumbents to evolve their models to be better aligned” with human values.5 If you create software that causes chaos, the least we can ask is that you pay some tax to help out with the chaos you cause. As Konya put it, he is “pro-regulation which makes safe & aligned AI more profitable than unsafe & misaligned AI.”6 Hear, hear! Tax companies for killing jobs, and give them tax credits for meeting safety and reliability targets.

      None of this is easy. As Brynjolfsson has put it, “The tricky thing is figuring out how to design and implement it without the unintended consequences swapping the intended ones.”7 But it’s well worth considering. And let us not forget the larger picture, also well captured by Brynjolfsson:

      
        More and more Americans, and indeed workers around the world, believe that while the technology may be creating a new billionaire class, it is not working for them. The more technology is used to replace rather than augment labor, the worse the disparity may become, and the greater the resentments that feed destructive political instincts and actions. More fundamentally, the moral imperative of treating people as ends, and not merely as means, calls for everyone to share in the gains of automation.8

      

      Zooming out, the very way in which corporations are structured now isn’t the only way imaginable. For the last several decades, American executives have been told that shareholders are the only constituency that matters. But it wasn’t always that way. Before 1980, executives were required to balance the interests of five stakeholders: shareholders, employees, the communities where employees live, customers, and suppliers, which created incentives for good citizenship. A new law mandating that public corporations balance the interests of multiple stakeholders would have a huge effect.

      A change in culture could also be world-changing. Right now, the media (and many individuals) often glorify executives like Zuckerberg who consistently make choices that are at odds with human values, adoring their wealth to an unseemly degree. As a culture we are far too tolerant of abusive business practices and impunity for the wealthy, against our own long-term interest. The more we could do to change that, the better.

      

      §

      As the world likely moves to ever-greater inequality as AI begins to reduce employment opportunities and wages, I strongly believe that we should also be contemplating some form of universal basic income (UBI), presumably subsidized by somewhat higher taxes on the wealthiest companies and individuals. In my mind, this is both necessary and inevitable, whether it is achieved with foresight and grace, or as a consequence of social unrest. One could also ultimately consider policies such as universal housing, universal health care, universal education, and other ways to support citizens.

      Some of the first formal experiments on UBI are expected to be reported soon. In the meantime, as journalist Nils Gilman has noted, some recent policy in India could be interpreted as a kind of informal experiment, with promising results. In Gilman’s words, through changes in its welfare system, “India has effectively implemented a form of UBI, and it’s having a massive effect.”9 In the span from 2015 to 2021, the poverty rate there has dropped from 19 to 12 percent.10

      Scott Santens, president of the Income to Support All Foundation, has argued that

      
        unconditional basic income will reduce poverty, reduce mass insecurity, reduce extreme inequality, reduce crime, reduce recidivism, reduce homelessness, reduce illness, reduce depression, reduce child abuse, reduce partner abuse, reduce obesity, reduce drug abuse, reduce debts, increase savings, increase trust society-wide, increase entrepreneurship (including worker-self-owned enterprises), improve birth weights, improve educational outcomes, improve nutrition, and put pressure on employers to raise wages for jobs people don’t like doing by improving the bargaining power of all workers.11

      

      Establishing a universal basic income is the right thing to do.
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        Agile Governance and the Need for an AI Agency

      
      
        Modern technology platforms, such as Google, Facebook, Amazon and Apple are even more powerful than people realize. . . . Almost nothing short of a biological virus can spread as quickly, efficiently or aggressively as these new technology platforms.

        —Eric Schmidt

        What is needed in the digital era is not the absence of oversight but regulation that . . . is focused, agile, and responsive.

        —Tom Wheeler, 2023

      

      When I spoke at the Senate, the senators were more self-aware than I might have expected. At one point, for example, Senator Hawley wondered whether I thought that liability law would suffice for all the regulation we need. I did not and do not think so.

      
        Marcus: The laws that we have today were designed long before we had artificial intelligence. And I do not think they give us enough coverage. The plan that you propose, I think is a hypothetical, would certainly make a lot of lawyers wealthy, but I think it would be too slow to affect a lot of the things that we care about. And there are gaps in the law, for example. We don’t really . . .

        Sen. Hawley: Wait, you think it’d be slower than Congress?

        Marcus: Yes, I do. In some ways [laughs].

        Sen. Hawley: Really.

        Marcus: I do; you know, litigation can take a decade or more.

      

      Senator Hawley wasn’t entirely kidding. Congress is slow. How should we regulate a fast-moving field like AI, given that reality? What I told them (and hinted at in the last chapter) is that we should think about an independent agency:

      
        [We have many preexisting] agencies that can respond in some ways. For example, the FTC, the FCC—there are many agencies that can, but my view is that we probably need a cabinet-level organization within the United States in order to address this. And my reasoning for that is that the number of risks is large. The amount of information to keep up on is so much. I think we need a lot of technical expertise. I think we need a lot of coordination of these efforts. So there is one model here where we stick to only existing law and try to shape all of what we need to do. And each agency does their own thing. But I think that AI is going to be such a large part of our future and is so complicated and moving so fast . . . [it’]s a step in that direction to have an agency whose full-time job is to do this.

      

      There was a surprising amount of enthusiasm for that idea in the room at the time. Responding to me and in transition to a separate question on international AI governance, Senator Durbin, for example, said, “We may create a great US agency, and I hope that we do,” and Senator Hawley said, “I’m interested in this talk about an agency and, you know, maybe that would work.” I really got my hopes up when Senator Graham, Sam Altman, and I all landed in the same place:

      
        Sen. Graham [speaking to Altman]: Do you agree with me that the simplest way and the most effective way is to have an agency that is more nimble and smarter than Congress, which should be easy to create, overlooking what you do?

        Altman: We’d be enthusiastic about that.

        Sen. Graham: You agree with that, Mr. Marcus?

        Marcus: Absolutely.

      

      A few months later, I heard continued enthusiasm from other senators in a private meeting briefing I participated in. Representative Ted Lieu (D-CA) even wrote an op-ed in The New York Times.

      But I should have known better. As I write this, there’s no actual bill calling for a US AI Agency.

      Moreover, although I continue to think a new agency would be a great idea, in part for exactly the reason Graham distilled—it would be more nimble than Congress—I have sensed some resistance to the idea, especially in the Executive branch, which would have to make it work. Multiple people there expressed concerns to me privately about which agencies would cover what and how existing agencies would coordinate with a new agency. Establishing a new agency would be an immense job, which nobody seems to have the appetite for. My view, though, is that the alternative is worse: that without a new agency for AI (or perhaps more broadly for digital technology in general), the United States will forever be playing catchup, trying to manage AI and the digital world with infrastructure that long predates the modern world.

      

      §

      The notion of a new agency is hardly unprecedented. Tom Wheeler, the former FCC commissioner mentioned earlier, has reviewed many examples:

      
        Governance of the financial markets, for instance, is based on broad principles implemented by the Securities and Exchange Commission (SEC). The same holds for the oversight of our food and pharmaceuticals, communications networks, automobile safety, and many other marketplace segments. Congress declares what it expects and then delegates to an expert agency the detailed day-to-day implementation of those policies.1

      

      Agencies can inherently be more nimble than the Senate. The Senate, by its very nature, as Senator Durbin outlined, should not be making daily rule updates. When GPT-5 comes out, somebody should be comparing its risk profile with that of GPT-4, to see what, if any, regulatory updates might be required. But that shouldn’t fall to the Senate. It should fall to an agency with relevant expertise.

      Even so, Wheeler argues that the best way for an agency to be nimble is for it to avoid micromanaging:

      
        The role of government in the digital era should not be to micromanage, but to identify risk and establish behavioral expectations to mitigate those risks—and then to enforce whether those policies are implemented in the ever-changing technology and marketplace environment.2

      

      As an illustration of what this looks like:

      
        In the 2015 net neutrality rules, for instance, the FCC established that networks should be open and nondiscriminatory but did not dictate the operational decisions of the companies. Instead, the FCC established as a behavioral standard that the actions must be “just and reasonable.” It was a policy reflecting the evolution from a regulatory dictator to a referee making calls based on well-established expectations.3

      

      This seems to me like sound advice. One place it might apply within AI is in the “tiered approach,” in which larger or more powerful foundation models (such as large language models) would be subjected to greater regulatory regimes (such as deeper disclosure, more thorough risk evaluations, and more careful auditing) than smaller or less powerful foundation models. The criterion for larger or more powerful is not something that should be etched in stone by Congress; it is something that needs to change over time, as the engineering (for building models) and science (for understanding the models) advances. Outside experts should meet regularly (perhaps even quarterly) to figure out the right “just and reasonable” thresholds, updating them as appropriate. The agency should convene an outside board to make the choice, and set the structure; the outside board should provide guidance as requested. In that way, the system can be nimble.

      Wheeler reflects on what worked in his own experience:

      
        Three times I have been involved in congressional development and enactment of legislation to establish rules to govern the activities of corporations that were taking advantage of new technologies. The Cable Act of 1984 brought cable television under federal regulation. In 1993 the same was done for the new cellular telephone business. The Telecommunications Act of 1996 then updated the Communications Act of 1934 to reflect the many other changes that had occurred in technology and the marketplace. In each instance there were three key factors necessary for the legislation to pass: the industry had to feel the pressure of external forces; there had to be [something in it] for both the consumer and industry sides of the issue; and the Congress needed to delegate ongoing oversight to an expert agency.4

      

      

      §

      Why would industry go along? One of the things that surprised the senators on the day I testified is that the academic scientist (me) wasn’t the only person calling for AI regulation. OpenAI’s Sam Altman was, too.

      Why?

      One theory is that Altman was simply bluffing; he wanted to sound good and generous, but didn’t actually want any regulation at all. Famously, when Mark Zuckerberg came to the Senate, he also called for regulation, and there doesn’t seem to be that much reason to believe his calls were genuine, either. And of course Altman may have said it partly as a rhetorical device, in order to lessen pressure for reform. But my read was that at least some small part of him might actually welcome regulation, for four reasons.

      First, I believe that Altman is genuinely worried about AI risk. He sees that what he is building really could wreck civilization as we know it. He doesn’t want that on his conscience.

      Second, he knows that regulation—if it is drafted to his specification—will be onerous for future competitors. Naturally, he wants to keep them out.

      Third is that some forms of regulation actually help the industry. For one thing, in any field, if the rules are stable, a company can work with them; if the rules are always up for grabs, it’s hard to plan. Stable regulation beats chaos. For another, more specific to AI: current approaches to AI are extremely expensive; every time a new large model is trained, it may cost tens or even hundreds of millions of dollars, and along with that comes a huge environmental impact—hardly good optics for any company. The more there is chaos, across states or countries, with each jurisdiction setting its own unique requirements, the more training companies have to deal with. Shared rules, as opposed to a byzantine mess of individual jurisdictions, help them.

      Fourth is plain old optics: In a recent poll, 68 percent of voters agreed that “Treating AI as an incredibly powerful and dangerous technology” should be an important part of AI policy, and companies surely want to be seen as doing their part.5

      All of this puts companies in a position to cooperate with a new agency, if Congress can take the lead.

      

      §

      Everyone in the Senate agreed that—if there were an agency—it should be there to address risks, while encouraging innovation at the same time. As I discussed in the previous chapter, governments can encourage innovation in many ways, including through tax incentives (something that has worked well in the domain of electric cars, for example), by setting targets (e.g., the Clean Air Act led to the enormously helpful catalytic converter), and through directly sponsoring research (as the government did with the internet).

      In the words of Stanford graduate student Anka Reuel, “Adaptive governance is fast, flexible, responsive, and iterative [meaning it has an opportunity to grow and change over time].”6 The best way to get there, in my opinion, is to build a new agency for AI.

      The argument I most often hear against a new agency is that everything we need has already been covered by the existing laws and agencies. That’s absurd. Our founders may have been prescient, but they weren’t that prescient. There are lots of gaps in existing law. As mentioned earlier, for example, it’s not clear that the existing laws around employment discrimination allow relevant agencies to get data we need to see how chatbots are being used in employment decisions. Existing laws just didn’t anticipate the current situation. It is also not yet clear that existing laws can really protect content creators, as they should. To take yet another example, I recently learned that in San Francisco, where a large fraction of driverless cars have been tested, police officers can’t even give traffic tickets to autonomous vehicles. Absurdly, “SFPD policy states that officers can make a traffic stop of autonomous vehicles . . . for violations, but can only issue a citation if there is a safety driver in the vehicle overseeing its operations.”7 Our existing laws simply aren’t ready for the AI-infused world; we need an agile and adequately empowered agency to keep up.

      At the hearing where I testified, Senator Durbin, echoing Graham earlier, returned to the need for speed:

      
        The basic question we face is whether or not this issue of AI is a quantitative change in technology or a qualitative change. The suggestions that I’ve heard from experts in the field suggest it’s qualitative. . . . And the second starting point is one that’s humbling . . . when you look at the record of Congress and dealing with innovation, technology and rapid change.

        We’re not designed for that. In fact, the Senate was not created for that purpose. But just the opposite, slow things down. Take a harder look at it. Don’t react to public sentiment. Make sure you’re doing the right thing. . . . We’re going to have to scramble to keep up with the pace of innovation.

      

      In my view, the single best thing Congress could do would be to create an enduring and empowered agency that is nimble enough to keep up.8
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        International AI Governance

      
      
        We may create a great US agency, and I hope that we do, that may have jurisdiction over US corporations and US activity, but doesn’t have a thing to do with what’s going to bombard us from outside the United States. How do you give this international authority, the authority to regulate in a fair way for all entities involved in AI?

        —Senator Dick Durbin (D-IL), asking me a tough question

      

      Earlier in the Senate hearing, at my TED Talk, and in an essay in The Economist, one month earlier, I had made the case not only for a national agency, but for global AI governance.1

      Why should we want such a thing? Why should we have any hope that we might get it? I see many fundamental reasons why virtually all nations should want some degree of international collaboration around AI governance.

      First, no nation should want to give up their sovereignty to the big tech companies. But that is exactly the track we are on: one in which the big tech companies control essentially all the data and a large part of the economy, and thus set many of the rules. Of course, if a single country, or even a small group of countries, tries in any way to inhibit the rapaciousness of big tech, big tech is likely to threaten to leave that country or group of countries behind, as Altman did in May 2023, when he threatened to withdraw ChatGPT from the EU if they “overregulated.”2 Safety in numbers—countries working together, in unity—might in some instances be the only way for governments—rather than unelected tech leaders—to set the rules.

      Second, no nation should wish to surrender to rings of cybercriminals who might use new technologies to manipulate markets and citizens to an unprecedented degree. As AI improves, however, cybercriminals may be able to escalate what they do in ways never before imaginable. Countries need to share information and work together to prevent that from happening. (There is already some degree of transnational collaboration around cybercrime, but AI increases the risks, and dealing with that will likely call for new techniques and new agreements.)

      Third, no nation should want climate change to accelerate even faster than it already is, but as discussed earlier, the environmental costs of ever-growing large language models are considerable. Just as companies should want shared rules in order to reduce costly customized retraining for every nation (if each nation had its own rules), countries should want shared rules in order to minimize the ecological costs of such shared retraining.

      Fourth, no nation should wish to surrender to some superhuman intelligence that is grossly unaligned with human values. If and when conflict with AI comes, the world needs to be prepared. From climate change to the pandemic, international responses to major, even planet-threatening issues have been slow and disjointed, often too little, too late. AI poses a special challenge because of the speed at which it moves. It is conceivable that a single piece of superintelligent malware could, once written, spread around the globe in an instant. Nations need to be prepared; we need to have international treaties by which information is shared and procedures are in place in order to act—before a bad situation develops.

      Fifth, no nation should wish for the equivalent of “forum shopping” or tax havens, in which rogue AI companies set up shop in countries with laxer laws, doing dodgy things that potentially put everyone at elevated risk. International cooperation is essential to preventing that.

      Finally, there may be economies of scale to AI governance, so pooling resources at the global level may be needed. Experts in AI are expensive and scarce; rather than putting every country in the position of having to recruit scarce talent, countries should work together. The same is true for research. As the time-tested African proverb says, “If you want to go quickly, go alone. If you want to go far, go together.”

      

      §

      The idea of an international agency is undeniably picking up steam, but it also occasionally gets some pushback. For example, Henry Kissinger himself saw fit to respond to my own international AI governance advocacy in his very last article, in October 2023, arguing with Harvard’s Graham Allison:

      
        In current proposals about ways to contain Al, one can hear many echoes of this past. The billionaire Elon Musk’s demand for a six-month pause on AI development, the Al researcher Eliezer Yudkowsky’s proposal to abolish AI, and the psychologist Gary Marcus’s demand that AI be controlled by a global governmental body essentially repeat proposals from the nuclear era that failed. The reason is that each would require leading states to subordinate their own sovereignty.3

      

      As honored as I am to have been mentioned in Kissinger’s final work, the argument there seems to me to be something of a straw man—as if the only option would be an absolute subordination of authority. In reality, less absolute systems have historically been to some degree effective, and accepted, such as the International Atomic Energy Agency, and the International Civil Aviation Organization. If we develop international governance, as I think we should, it will be because national governments are willing to give up a tiny bit of sovereignty in exchange for security. That is how it worked with nuclear weapons and aviation—and that is how it would work with AI. All international treaties require some degree of sublimation of sovereignty; there is nothing special about AI in that regard.

      I am not optimistic about this happening in the short term, but am not altogether pessimistic either. In fact, I don’t think that I ever have seen the world get behind an idea faster. Even Kissinger seemed to be, concluding at the end of his essay that “in the longer run, a global AI order will be required.”

      

      §

      Frankly, when I called for international AI governance in early 2023, I was not hopeful. AI ethicist Rumman Chowdhury had just spoken up as well, in an op-ed in WIRED that also came out in April, but relatively few other people seemed to hold out much hope.4 Some even counseled me to downplay international AI governance in my upcoming Senate testimony. At that point, my bet would have been against any kind of international governance for AI happening at all.

      Instead, to my amazement, there has been widespread enthusiasm expressed for international AI governance in the months that followed, and not just from civil society.

      Altman was one of the first prominent tech leaders to lend it public support; he directly backed me up in the Senate hearing, in response to a question from Senator Durbin about international AI governance.

      
        I want to echo support for what Mr. Marcus said. I think the US should lead here and do things first, but to be effective, we do need something global. . . . There is precedent. I know it sounds naive to call for something like this, and it sounds really hard. There is precedent. We’ve done it before with the IAEA [International Atomic Energy Agency]. We’ve talked about doing it for other technologies. . . . I think there are paths to the US setting some international standards that other countries would need to collaborate with and be part of that are actually workable, even though it sounds on its face, like an impractical idea. And I think it would be great for the world. Thank you, Mr. Chairman.

      

      I was frankly overjoyed. Within a few weeks after that, a number of world leaders also started speaking up for global AI governance, including the UK prime minister, Rishi Sunak, and the Secretary General of the UN, Antonio Guterres; toward the end of 2023, the UN rolled out a formal draft proposal.5 Demis Hassabis of DeepMind (now Google DeepMind) and others pledged support in a meeting with Rishi Sunak.6 By the end of 2023, even the Pope chimed in, calling for a legally binding AI treaty, urging “the global community of nations to work together in order to adopt a binding international treaty that regulates the development and use of artificial intelligence.”7

      Amen.

      

      §

      Still, Rome wasn’t built in a day, and nor was any international treaty, ever. Getting there will be an uphill battle.

      And, crucially, as Stanford professor and former European Parliament member Marietje Schaake has argued, we shouldn’t expect any existing governance model to suffice. One proposal, for example, has been to model global AI governance on the Intergovernmental Panel on Climate Change (IPCC), which writes regular, expert-level reports on climate change. An AI parallel could certainly be built, but what’s been proposed would have no real authority. In Schaake’s words:

      
        Even before the United Kingdom held its inaugural AI Safety Summit, plans for the new “IPCC for AI” stressed that the body’s function would not be to issue policy recommendations. Instead, it would periodically distill AI research, highlight shared concerns, and outline policy options, without directly offering counsel. This limited agenda contains no prospect of a binding treaty that can offer real protections and check corporate power.8

      

      That is way too weak. Schaake’s sharpest point, though, perhaps directed particularly toward the United States, is that we can’t really expect international AI governance to work until we get national AI governance to work first: “Establishing institutions that will ‘set norms and standards’” and ‘monitor compliance’” without pushing for national and international rules at the same time is naive at best and deliberately self-serving at worst.”

      Or, as Neil Turkewitz put it on X, “Without legal accountability for AI harms, all the architecture and ‘self-regulation’ is merely compliance theatre.”9

      When Prime Minister Sunak advocates for global AI governance at the beginning of November, and his Minister of AI and Intellectual Property calls for leaving everything to industry “in the short term,” just two weeks later, it’s hard to take Sunak’s calls for global AI governance seriously.10

      We need both—national and global AI governance—and the two need to work together.
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        Research into Genuinely Trustworthy AI

      
      
        A policeman sees a drunk man searching for something under a streetlight and asks what the drunk has lost. He says he lost his keys and they both look under the streetlight together. After a few minutes the policeman asks if he is sure he lost them here, and the drunk replies, no, and that he lost them in the park. The policeman asks why he is searching here, and the drunk replies, “This is where the light is.”

        —Origin unknown

      

      Ever since 2017 or so, when deep learning began to squeeze out all other approaches to AI, I haven’t been able to get the story about the lost keys out of my mind. Often known as the “streetlight effect,” the idea is that people typically tend to search where it is easiest to look, which for AI right now is Generative AI.1

      It wasn’t always that way. AI was once a vibrant field with many competing approaches, but the success of deep learning in the 2010s drove out competitors, prematurely, in my view. Things have gotten even worse, that is, more intellectually narrow, in the 2020s, with almost everything except Generative AI shoved aside. Probably something like 80 or 90 percent of the intellectual energy and money of late has gone into large language models. The problem with that kind of intellectual monoculture, is, as University of Washington professor Emily Bender once said, that it sucks the oxygen from the room. If someone, say, a graduate student, has a good idea that is off the popular path, probably nobody’s going to listen, and probably nobody is going to give them enough money to develop their idea to the point where it can compete. The one dominant idea of large language models has succeeded beyond almost anyone’s expectations, but it still suffers from many flaws, as we have seen throughout this book.

      The biggest flaw, in my judgment, is that large language models simply don’t provide a good basis for truth; hallucinations are inherent to the architecture. This has been true for a long time. I first noted this about their ancestors (multilayer perceptrons) in my 2001 book The Algebraic Mind.2 At the time, I illustrated the issue with a hypothetical example about my Aunt Esther. I explained that, if she won the lottery, the systems of that era would falsely generalize lottery winning to other people who resembled her in some way or another (e.g., other women or other women living in Massachusetts). The flaw, I argued, came from the fact that the neural networks of the day didn’t have proper ways of distinctly representing individuals (such as my aunt) from kinds (e.g., women; women from Massachusetts). Large language models have not solved that problem.

      Instead, all we have are promises. Reid Hoffman, for example, argued in September 2023 that the problem would be solved imminently, telling an interviewer from Time that

      
        there’s a whole bunch of very good R&D on how to massively reduce hallucinations [AI-generated inaccuracies] and get more factuality. Microsoft has been working on that pretty assiduously from last summer, as has Google. It is a solvable problem. I would bet you any sum of money you can get the hallucinations right down into the line of human-expert rate within months.3

      

      Those promised “months” are now in the rearview mirror, but the hallucination problem clearly hasn’t gone away. The core problem I described in chapter 2—confusing the statistics of how language is used with an actual detailed model of how the world works, based on facts and reasoning—hasn’t been solved. “Statistically probable” is not the same as true; the AI we are using now is the wrong way to get at something that is.

      You can’t cut down on misinformation in a system that is not anchored in facts—and LLMs aren’t. You can’t expect an AI system to not defame people, if it doesn’t know what truth is. Nor can you keep your system from deliberately creating disinformation, if it is not fundamentally based in facts. And you can’t really prevent bias in a system that uses statistics as a stand-in for actual moral judgment. Generative AI will probably have a place in some sort of more reliable future AI, but as one tool among many, not as the single one-stop solution for every problem in AI that people are fantasizing about.

      The takeaway, though, is not that AI is hopeless; it’s that we are looking under the wrong streetlights.

      

      §

      The only way we will get to AI that we can trust is to build new streetlights, and probably a lot of them. I would be lying if I said I knew exactly how we can get to AI we can trust; nobody does.

      One of the major points of my last book, Rebooting AI, with Ernest Davis, was to simply outline how hard the problem of building AI is. Through a series of examples, we showed the challenges in getting AI to understand language, and explained why it was so hard to build reliable humanoid robots for the home. We emphasized the need for better commonsense reasoning, for planning, for making good inferences in light of incomplete information. More than that, we emphasized that getting to genuinely trustworthy AI wouldn’t be easy:

      
        In short, our recipe for achieving common sense, and ultimately general intelligence, is this: Start by developing systems that can represent the core frameworks of human knowledge: time, space, causality, basic knowledge of physical objects and their interactions, basic knowledge of humans and their interactions. Embed these in an architecture that can be freely extended to every kind of knowledge, keeping always in mind the central tenets of abstraction, compositionality, and tracking of individuals. Develop powerful reasoning techniques that can deal with knowledge that is complex, uncertain, and incomplete and that can freely work both top-down and bottom-up. Connect these to perception, manipulation, and language. Use these to build rich cognitive models of the world. Then finally the keystone: construct a kind of human-inspired learning system that uses all the knowledge and cognitive abilities that the AI has; that incorporates what it learns into its prior knowledge; and that, like a child, voraciously learns from every possible source of information: interacting with the world, interacting with people, reading, watching videos, even being explicitly taught. Put all that together, and that’s how you get to deep understanding. It’s a tall order, but it’s what has to be done.4

      

      Every single step that we mentioned—from developing better reasoning techniques to building AI systems that can understand time and space—is hard. But collecting bigger datasets to feed into ever large language models isn’t getting us there.

      

      §

      “We choose to go to the moon,” President John F. Kennedy famously said on September 12, 1962. “We choose to go to the moon in this decade and do the other things, not because they are easy, but because they are hard, because that goal will serve to organize and measure the best of our energies and skills.” Getting to trustworthy AI, rather than the sloppy substitutes we have now, would take a moonshot, and it’s one that I hope we can commit to.

      Smart governments will regulate AI, to protect their citizens from impersonation and cybercrime, to ensure that risks are factored in as well as benefits. The smartest governments will sponsor moonshots into alternative approaches to AI.

      In a 2020 article called the “Next Decade in AI,” I laid out a four-part plan for a fundamentally different, and hopefully more robust, approach to AI.5

      First, the field of AI needs to get over its own conflict-filled history. Almost since the beginning there have been two major approaches: neural networks, vaguely (very vaguely!) brain-like assemblies of quasi-neurons that take in large datasets and make statistical predictions, the foundation of current Generative AI; and symbolic AI, which looks more like algebra, logic, and classical computer programming (which still powers the vast majority of the world’s software). The two sides have been battling it out for decades. Each has its own strengths. Neural networks, as we know them today, are better at learning; classical symbolic AI is better at representing facts and reasoning soundly over those facts. We must find an approach that integrates the two.

      Second, no AI can hope to be reliable unless it is has mastered a vast array of facts and theoretical concepts. Generative AI might superficially seem to be part of the way there—you can ask it almost any question about the world and sometimes get a correct answer. The trouble is, you can’t count on it. If a system is perfectly capable of telling you that Elon Musk died in a car accident in 2018, it’s simply not a reliable store of knowledge. And you can’t expect a system to reliably make judgments about the world if it does not have firm control of the facts.

      A special form of knowledge is knowledge about how the world works, such as object permanence, knowing that objects continue to exist even if we can’t see them. The failure of OpenAI’s video-producing system Sora to respect basic principles like object permanence (obvious if you look carefully at its videos, filled with people and animals blinking in and out of existence) shows just how hard it is to capture and incorporate basic physical and biological knowledge within the current paradigm. We desperately need an AI that can better comprehend the physical (and economic and social) world.

      Third, trustworthy AI must understand events as they unfold over time. Humans have an extraordinary ability to do this. Every time we watch a film, for example, we build an internal “model” or understanding of what’s going on, who did what when and where and why, who knows what and when they figured it out, and so forth.

      We do the same when we listen to a narrative song like Rupert Holmes’s “Escape (The Piña Colada Song).” In the opening verses, the narrator has lost his spark with his romantic partner, decides to take out a personal ad (this is decades before the era of dating apps), and finds someone who shared many of his desires, from drinking piña coladas to walking in the rain and making love at midnight. They agree to meet the next day. The song then takes a twist; the minute Holmes walks in and sees the person he has arranged to meet, he recognizes her: “I knew her smile in an instant . . . it was my own lovely lady.”

      In that moment, we recognize that the narrator’s model of the world has suddenly and completely changed. We model the world (even other people’s beliefs) at every moment, continuously inferring what those updates mean. Every film, every novel, every bit of gossip, every appreciation of real-world irony is based on the same.

      Generative AI right now can sometimes “explain” a joke or song, depending on the similarity of that joke or song to things that it’s been exposed to, but it is never really building true models of the world—greatly undermining its reliability in unexpected circumstances. Sound AI will be based on internal models, and not just the statistics of language.

      Fourth, trustworthy AI must be able to reason, reliably, even when things are unusual or unfamiliar; it must make guesses when information is incomplete. Classical AI is often pretty good at reasoning in situations that are clear-cut, but it struggles in circumstances that are murky or open-ended. As we saw earlier, Generative AI is pretty good at reasoning about familiar situations, but blunders frequently, especially when faced with novelty. A good recent example (no doubt patched by the time this book goes to press) was this from Colin Fraser, which recently tripped up ChatGPT (you might need to read it two or three times to see where the AI has gone wrong, because it is so similar to a well-known riddle):

      
        [image: ]

      
      What’s gone wrong? The traditional version, which ChatGPT is clearly drawing on, is this:

      
        A father and his son are in a car accident. The father dies instantly, and the son is taken to the nearest hospital. The doctor comes in and exclaims “I can’t operate on this boy.”

        “Why not?” the nurse asks.

        “Because he’s my son,” the doctor responds.

        How is this possible?6

      

      There the answer in the original version is that the doctor is (counter to common but sexist assumptions) a woman, the mother of the son injured in the car accident. ChatGPT fails to notice that the Fraser’s adaptation above is fundamentally different. “The man’s other parent—his mother” is dead! Talk about a failure of common-sense reasoning. Dead women don’t perform surgery. (Still haven’t gotten it? The doctor is the man’s father.)

      We want our machines to reason over the actual information given, not just to pastiche together words that worked together in similar contexts. (And, yes, we want AI to do so better than average or inattentive people, just like we want calculators to be better at arithmetic than average people.) I think it is fair to say that, thus far, reliable reasoning in complex real-world contexts is a largely unsolved problem.

      Focusing more on reasoning and factuality—rather than sheer mimicry—should be the target of AI research. Victory in AI will come not to those that are swift at scaling but to those who solve the four problems I just described: integrating neural networks with classical AI, reliably representing knowledge, building world models, and reasoning reliably, even with murky and incomplete information.

      

      §

      Few people are working on problems like these right now. If we are ever going to get to genuinely responsible AI, the AI community has to build some new streetlights. But hardly anyone wants to, because there is so much promise (possibly false) of short-term money to be made with the tools we already have. It’s hard to give up on a cash cow.

      But in the long run, the field of AI is making a mistake, sacrificing long-term benefit for short-term gain. This mistake reminds me of overfishing: everybody goes for the trout while they are plentiful, and suddenly there are no trout left at all. What’s in everybody’s apparent self-interest in the short term is in nobody’s interest in the long term.

      Government might possibly escape an overattachment to large language models, by funding research on entirely new approaches to building trustworthy AI. Leaving everything to the giant corporations has led to an AI that serves their needs, feeding surveillance capitalism; we haven’t always left so much that is so important to suit corporate goals, and we shouldn’t do so now.

      Instead of more of the same, smart governments should foster new approaches that start with some set of validated facts and learn from there. Current approaches start from vast databases of written text and hope (unrealistically) to infer all and only validated facts from the vagaries of everyday writing. The latter hypothesis has been funded to the tune of tens of billions of dollars; when it comes to accuracy and reliability, it hasn’t worked. People who worked in older approaches, based in facts and logical reasoning, have been pushed out.

      Historically, the state has played a key role in the funding and development of crucial technologies, such as silicon chips, driving innovation through both regulation and funding. A strong government initiative here could make a huge difference. And lead to an AI that is a public good, rather than the exclusive province of the tech oligarchies.

      

      §

      More broadly, we may need international collaboration, if we are truly to push the state of the art forward. There are many big open problems in AI, far more than Silicon Valley wants you to believe. And most of them are probably too hard for any individual academic lab to solve, but also not exactly the center of attention for the big corporate labs. This led me to propose, in a 2017 New York Times op-ed, a kind of a CERN-like model for AI, writing, “An international A.I. mission [modeled on CERN, the multinational physics collaboration] could genuinely change the world for the better—the more so if it made A.I. a public good, rather than the property of a privileged few.”

      Things have changed in some ways, but not all. My focus then was on medical AI; if I were to rewrite that op-ed, I would focus on safe, trustworthy AI instead (or perhaps on both). But the general point still holds. A strong AI policy would be great; even better would be a more trustworthy type of AI, in which AI could monitor itself. There is every reason in the world to make that a global goal.

      

      §

      Putting this somewhat differently, as a parent: I hope that my children will grow up to be moral citizens, with a strong sense of right and wrong, but society also has laws for those who don’t quite get it. My firm hope is that my wife and I do a good enough job raising our children so that they do the right things not out of legal obligation, but because they have internalized the difference between right and wrong.

      Current AI simply can’t do that; it traffics in statistical text prediction, not values. Will we someday need an “AI kindergarten” to teach our systems to be ethical? Should we build in certain ethical principles? I don’t know. But I do know that research into how to build honest, harmless, helpful, ethical machines should be a central focus, rather than (as it is for most companies today) an afterthought.

      Building machines that can reason reliably over well-represented knowledge is a vital first step. You can’t reason ethically if you can’t reason reliably.

      In the long run, we need research into new forms of AI that could keep us safe in the first place. Getting there might take decades. But that would be far better than just adding more and more wobbly guardrails to the premature AI of today.

    
  
    
      
        18

        Putting It All Together

      
      We should not stop AI. But we should insist that it be made safe, better, and more trustworthy,

      Consolidating the ideas from Part III, we should demand the following from our governments, and settle for nothing less:

      
        	•	No training on copyrighted work without compensation

        	•	No training without consent; training should be opt-in, not opt-out

        	•	No coercion. Giving you a clear option of using your car/phone/app/other gadget without making your data available for the purposes of training models and targeted advertising

        	•	Clear statements from every piece of software, on the web, in your car, and so forth, about what data is being collected and how it’s shared

        	•	Transparency around data sources, algorithms, corporate practices, and harms caused

        	•	Transparency around where and when and how AI is being used

        	•	Transparency around environmental impact

        	•	Clear liability for harms caused

        	•	Independent oversight, from scientists and civil society

        	•	Layered oversight

        	•	Predeployment evaluations of risks versus benefits, for large-scale deployments

        	•	Post-deployment auditing

        	•	Tax incentives for AI that benefits society

        	•	Extensive programs for AI literacy

        	•	An agile and empowered AI agency

        	•	International governance of AI

        	•	Research into new approaches to building trustworthy AI

      

      None of this entails inhibiting innovation. All of it will make the world a better place. We have a right to demand all of it, and to vote out lawmakers who don’t move quickly to make sure that AI has the checks and balances we need.

    
  
    
      
        Epilogue: What We Can Do Together—A Call to Action

      
      
        The people, united, will never be defeated!

        —Traditional protest chant

        We do not have to live in the world the new technocrats are designing for us. We do not have to acquiesce to their growing project of dehumanization and data mining. Each of us has agency.

        —Adrienne LaFrance, executive editor at The Atlantic

        The 1 percent have a vast armory of material resources and political special forces, but the 99 percent have an army.

        —Jane McAlevey, organizer and author

        You won’t get a revolution if you don’t ask for one.

        —Becky Bond and Zak Exley, Rules for Revolutionaries

      

      Social media has in many ways polarized society and broken the spirit of many children and teenagers; as of this writing, Congress has done almost nothing to protect our privacy, and passed zero legislation to rein in AI. State attorneys general are having to step in where the national legislature has fallen short. AI is poised to make many things (from employment to the information ecosphere) worse, though of course some better, faster, and cheaper. And far too often, when push comes to shove, the lobbyists have won.

      Yet I still think there is hope. I would not have raced to get this book out if I didn’t think otherwise. Our biggest hope comes if we work together. And I honestly think we can do it. Sometimes, citizens are able to make themselves heard, even when up against big tech.

      Consider, for example, what happened with Alphabet’s Sidewalk Labs abortive Quayside “smart city” project in Toronto, when citizens organized and fought back. Alphabet sold the project as “the most innovative district in the entire world,” but never really made a convincing argument why the citizens should want it. Even so, the project, which was first begun in 2015, initially seemed like shoo-in. It was announced publicly, with great fanfare, in October 2017; the idea was that big data in massively instrumented cities was somehow going to make cities work better and more efficiently—less traffic, less waste, faster ambulances, and other benefits. Google’s then Executive Chairman Eric Schmidt, Toronto’s Mayor at the time, and Canadian Prime Minister Justin Trudeau were all on hand. Trudeau declared that a stretch of downtown, lakefront Toronto would become a “testbed for new technologies that will help us build smarter, greener, more inclusive cities,” adding that “the future, just like this community, will be interconnected.”1

      But was the smart city project really in the net interest of the citizens? What exactly would the citizens get out of it? How would all the data Google was going to collect help them? That was never entirely clear.

      A darker view, pithily captured by the eminent venture capitalist Roger McNamee, was that “it was a real estate deal w/ massive surveillance, where data taken from residents would be owned and exploited by Google.”2 In late 2017, a group of citizens, led initially by the activist Bianca Wylie, started to fight back, raising concerns about privacy and democracy. As journalist Brian Barth describes the scene,

      
        Wylie’s biggest fear about Quayside . . . was that Sidewalk Labs’ profiteering would come at the expense of democracy. Sidewalk Labs’ proposal encompassed many of the functions of municipal government, but without the accountability we expect from elected officials. Just as Google monopolizes search, critics feared a similar scenario in the smart city market. They argued that data collected in public space, where opting out isn’t an option, would herald a new age of surveillance. And the agreement between Toronto and Sidewalk Labs was proceeding without a single vote from a local resident.3

      

      Eventually, in October 2018, Jim Balsillie, cofounder of Research in Motion (Blackberry), at one time one of Canada’s largest companies, joined in, writing in an op-ed in a national newspaper that Quayside “is not a smart city” but rather “a pseudo-tech dystopia.” The project soldiered on, but over time, protests to it steadily increased. More and more community leaders joined in; polls showed that a majority of the citizens had become concerned about the invasion of privacy. Alphabet tried to hang on, but by May 2020 they gave up, withdrawing from the project; the citizens succeed in turning them away. As the journalist Brian Barth put it, “Alphabet bet big in Toronto. Toronto didn’t play along.”4

      We don’t have to play along with what’s going on in tech, and with AI. We can do what the citizens of Toronto did: organize and fight back. Sometimes that might mean blocking projects (as with Toronto); other times it might mean fighting inequality or insisting on high standards (like the Underwriter Laboratory [UL] Standards for electricity, widely adopted into building codes). Either way, it means banding together to make sure that AI works for us, and not the other way around.

      

      §

      And as daunting as AI may seem, it’s actually easier to address than many other challenges, if we have the collective will. As NYU computer science professor Ernest Davis recently put it:

      
        Unlike with climate change or pandemics, society as a whole has complete collective agency over computer technology. Given the will, nothing would stop us from eliminating [objectionable forms of AI] from our lives; doing so would not even cost much. We are in charge, not the AIs.5

      

      The following are eight suggestions for how we, as citizens, can make a difference:

      
        	1.	Organize, now. A few days after I started writing this book, the UK was holding their big AI Summit, and what could have been a turning point was already starting to look like a shambles. One of the biggest problems was the guest list. Among those who were rightfully furious were groups who represent civil society; almost everyone on the guest list were leaders of either government or big tech. Who represents the people? Three small but impressive organizations, Connected by Data, TUC (a British trade union organization that represents six million workers), and Open Rights Group (the UK’s largest grassroots digital rights campaigning organization) cowrite a letter of protest. More than that, they enlisted Amnesty International, the AFL-CIO, Mozilla, the Alan Turing Institute, and the European Trade Union Confederation (ETUC, representing 45 million members from 93 trade union organizations in 41 countries, and many others (including me) to co-sign.6 Collectively, voices representing many tens of millions of citizens stood up. If we can harness that many people, we can literally change the world.

        	2.	Demand that members of civil society be at every table. The simple request in the abovementioned petition? The people must have a voice. No more closed-door meetings in which tech executives meet with prime ministers, grinning for photos afterward, with nobody (or hardly anybody) from civil society invited. We must ensure that government leaders who suck up to tech lords, while excluding civil society, be named, shamed, and ousted.

        	3.	Actions speak louder than words. Don’t use digital tools from companies that won’t play ball. No data transparency, no artist compensation? No genuinely empowered public oversight board? Just say no. Work only with companies that use AI in responsible ways. We can organize a worldwide movement that hits the biggest offenders right in the wallet. None of this would be easy, given our almost universal addiction to digital tools. But there could be immense value to humanity if we could work collectively to fight back.

        	4.	Insist on real oversight. It’s fine for governments to negotiate “voluntary guidelines” with tech companies as a first step, and even fine for companies to build their own internal “oversight” boards. But independent oversight is an essential part of what keeps our world safe. We already have the Securities and Exchange Commission (SEC) so we won’t get fleeced in the stock market, the FDA to make sure drug companies don’t poison us, and the FAA (and others) to make airplanes safe. Tech companies should not be exempt; an agency of experts needs to regularly review what they are doing, and needs the power to intercede when necessary.

        	5.	Bring ballot initiatives, if your state (or province or nation) allows. In the United States, about half of all states allow some form of ballot initiative, and in many other states citizens can craft legislation that state legislators can then consider. Ambitious/energetic citizens in states such as California, Oregon, and Texas could push their states to pass bills around privacy, data rights, and other issues, without waiting on their state legislators, and without waiting on the federal government, simply by gathering enough signatures, and winning a two-thirds’ majority. (At the website for this book, provided below, you can find some suggestions to get you started.)

        	6.	Demand representatives and legal changes that allow citizens—and not just well-endowed political parties—to have a stronger voice. In places like the United States, that means supporting initiatives for techniques like ranked-choice voting (in which voters rank multiple candidates, rather than just selecting their favorite) that give independent candidates a fairer shot.7 It might also mean reviving an idea from the Ancient Greeks: assemblies of randomly selected citizens that deliberate, which is to say collaboratively propose, swap, evaluate, and refine arguments around the key issues that shape humanity. Of course, this time it should be global, not local, and one shouldn’t need to be male, as required in ancient Athens. And having twenty or thirty people sorting something out in a room, as the Athenians may have tried, is not the same as 300 million. But there is actually at least a tiny bit of room for optimism. The French government actually tried hosting, with some success, a larger-scale deliberation in a “Great National Debate,” convened in 2019, a two-month-long effort at bringing in the whole population, following the massive “Yellow Vests” protests over living conditions,8 focusing on topics such as taxation, ecology, and the structure of the state. Over 10,000 town halls were held, thousands of emails written, and roughly a million people participated directly, leading, among other things, to the first national Citizens’ Assembly ever held in France, the Citizens’ Convention on Climate, which ultimately shaped a 2021 Climate and Resilience law. And, as Yale professor Hélène Landemore has argued, AI could (once it is more reliable) eventually facilitate even larger group conversations, by summarizing and cross-correlating people’s views.9 Andrew Konya and others have argued for a similar idea, a kind of a regular, worldwide census on the will of the people. We should urge our governments to support such efforts, and eventually incorporate them, giving genuine voice to a society that too often has too little chance to participate.

        	7.	Speak up, with your voice, with your words, and, if you have the resources, with your money. Reach out to your representatives, even when it’s not election time, to tell them how you feel, and consider donating to those worthy of your support, and/or to nonprofits that advocate for sound AI and tech policy. Post well-reasoned arguments on social media and in other forums. Make sure your own arguments get heard. And engage in constructive dialogue with others. (Tips for all of this, from worthy nonprofits, on how to reach your representatives and how to engage in constructive dialogue and elevate the debate can be found at the website provided below.) Fifteen-year old Francesca Mani, one of thirty girls targeted in the New Jersey nonconsensual deepfake porn incident I mentioned earlier, approached her state senators and eventually spoke with members of the US Congress as well, and has already gotten many members to listen.10 Her advocacy should be a model for us all.

        	8.	Use your vote wisely. Vote for people who won’t roll over to big tech. Demand disclosure of conflicts of interest, demand to know how much lobbying money your representatives accepted from big tech, and how many of their family members work for big tech. If they won’t play ball, don’t vote for them. There are, of course, many issues—but few will matter in the years ahead more than how your elected leaders handle AI; it will matter for your privacy, for your safety, and for democracy.

      

      If you want to rein in big tech, so that we can have a world steeped in AI that is positive for all, not merely profitable for the few, sign up and make use of the many resources at tamingsiliconvalley.org and encourage your friends to do the same.

      I suggest we start with one simple act: let’s stand up for all the artists, musicians, and writers we love, and boycott Generative AI companies that use their work without compensation or consent. Take generative art, where you type in a prompt and get an image back. For a while Adobe licensed most of the work they use to train their systems, as of this writing OpenAI, Microsoft, Google, Meta, Midjourney, and Stable Diffusion do not. (Rumor has it that Google used to, until others stopped, lowering the ethical bar.) If you want to use Generative AI to create images, great. Ed Newton-Rex and others have created an organization called Fairly Trained that certifies who is fairly sourcing art and who is not.11 Let’s support their efforts, and thereby artists, and send a message to the companies that feel entitled to steal. Don’t mess with artists; their work is not yours to steal. Same for authors: OpenAI licenses some of their sources, but they are not open about which, and many are not licensed. (Which is why they have so often been sued.) Virtually all of the other AI developers are training on copyrighted writing, without either compensation or consent from the authors, too. Why should we let that stand? If they can’t fairly source their models, don’t use them. And don’t just do this for artists and writers; musicians will be next. And after that, who knows? If we put a moral norm in place that anybody’s work is free for the taking, at any time, yours might be next. Not compensating artists and writers is a first step toward a dark world in which a few giant companies own almost everything, and the rest of us subsist on whatever handouts they deign to pass along.

      If we succeed, together, in sending big tech a message that intellectual property is not free for the taking, and get our lawmakers to back us up, we will redraft the lines of power. Further down the line we can take other actions, using companies that can build reliable, safe technology, and shunning those that cut corners. We do that for airplanes; it’s time we demand the same of AI.

      Likewise, we can push on privacy. If OpenAI insists on training on all our private data, presumably eventually selling to advertisers, scammers, and political operatives, we can go elsewhere.

      Companies that don’t respect your data rights don’t deserve your business.

      The bottom line is this: if we can push the big tech companies toward safe and responsible AI that respects our privacy, and that is transparent, we can avoid the mistakes of social media, and make AI a net benefit to society, rather than a parasite that slowly sucks away our humanity. If the big tech companies can’t yet build AI that is safe and responsible, because they haven’t figured out how, let us tell them to take their premature technologies back to the lab, and come back when they can build AI that serves humanity.

      The good news is that collectively we still have a real chance to shape some of the most important choices of our time. It is no exaggeration to say that choices in the next few years will shape the next century.

      Let’s work together to tame the excesses and recklessness of Silicon Valley and ensure a positive, thriving AI world.

    
  
    
      In memory of Karen Bakker
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The sun peeked through the clouds, castng a war glow on the grassy hilside,
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The children layed tag inthe park, their
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6. The forest path e 0. tranqul cearing, where wildfowers bloomed in rofusion.
7. The detective folowed the clues, hoping to unravel the mystery surrounding the missing neckiace.
5. The ocean waves crashed against the rocky shore, spraying salty mistnto the air

9. The musician strummed the guiar, i soulful voice captivating the audence.

0. The strit right sky revealed constellatons, each constelation telnga story of ancient myths.
Feel free to ask for more sentencesif youd ket &
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