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The nurses and doctors summoned to the hospital room of 16-year-old Pablo Garcia early on the morning of July 27, 2013, knew something was terribly wrong. Just past midnight, Pablo had complained of numbness and tingling all over his body. Two hours later, the tingling had grown worse.

Although Pablo had a dangerous illness—a rare genetic disease called NEMO syndrome that leads to a lifetime of frequent infections and bowel inflammation—his admission to the University of California, San Francisco Medical Center’s Benioff Children’s Hospital had been for a routine colonoscopy, to evaluate a polyp and an area of intestinal narrowing.
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At 9 o’clock that night, Pablo took all his evening medications, including steroids to tamp down his dysfunctional immune system and antibiotics to stave off infections. When he started complaining of the tingling, Brooke Levitt, his nurse for the night, wondered whether his symptoms had something to do with GoLYTELY, the nasty bowel-cleansing solution he had been gulping down all evening to prepare for the procedure. Or perhaps he was reacting to the antinausea pills he had taken to keep the GoLYTELY down.

Levitt’s supervising nurse was stumped, too, so they summoned the chief resident in pediatrics, who was on call that night. When the physician arrived in the room, he spoke to and examined the patient, who was anxious, mildly confused, and still complaining of being “numb all over.”


He opened Pablo’s electronic medical record and searched the medication list for clues that might explain the unusual symptoms.



At first, he was perplexed. But then he noticed something that stopped him cold. Six hours earlier, Levitt had given the patient not one Septra pill—a tried-and-true antibiotic used principally for urinary and skin infections — but 38½ of them.

Levitt recalls that moment as the worst of her life. “Wait, look at this Septra dose,” the resident said to her. “This is a huge dose. Oh my God, did you give this dose?”

“Oh my God,” she said. “I did.”

The doctor picked up the phone and called San Francisco’s poison control center. No one at the center had ever heard of an accidental overdose this large—for Septra or any other antibiotic, for that matter—and nothing close had ever been reported in the medical literature. The toxicology expert there told the panicked clinicians that there wasn’t much they could do other than monitor the patient closely.

As a precaution, the hospital’s rapid response team was summoned to the room. Pablo’s mother, Blanca, who had been with her younger son, hospitalized one floor up at UCSF for a severe skin infection (he, too, suffers from NEMO syndrome), began a vigil by Pablo’s bedside. “I phoned my sister, and we prayed together,” she later recalled.

At 5:32 a.m., Brooke Levitt heard a scream coming from Pablo’s room. It was Blanca Garcia. A few seconds earlier, her son had sat bolt upright in bed, yelled out “Mom!” then flopped backward. Levitt sprinted to the room, and when she got there, Pablo’s head was snapping back and forth, teeth clenched, back arched, extremities thrashing. He was having a grand mal seizure. Moments later, just as the Code Blue team arrived, the teenager stopped breathing.

“I thought, what if I killed him?” Levitt told me months later, wiping away tears. “If he had a seizure, I’m wondering if that’s going to be the end of it. . . I’m trying to hold it together, but I’m in shock the whole time. I just felt immensely guilty.”
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The night that Pablo Garcia was given a 39-fold overdose of a routine antibiotic offers a cautionary tale that cannot be ignored.

To appreciate how one of the nation’s best hospitals—US News & World Report regularly ranks UCSF among the top 10 — could give a patient a 39-fold overdose of a common antibiotic, one first needs to understand how medicines were ordered and administered in hospitals as recently as a few years ago, before the system went digital.

Pablo Garcia had been taking one double-strength Septra tablet twice a day at home to prevent his frequent skin infections. In the old paper-based medication ordering system, the admitting doctor would have written “Septra 1 ds bid” (using the Latin abbreviation for “twice a day”) in the “Doctors’ Orders” section of a paper chart, a stack of sheets contained within a plastic three-ring binder.

The physician would have turned a colored wheel on the side of the binder to green, signaling to the ward clerk that there was an order to be “taken off.” The clerk would then have faxed the order sheet to the pharmacy, where a pharmacist would have read it, signified his approval by initialing the page, and handed the copy to a technician, who would have grabbed a big bottle of Septra pills from a shelf. The tech would then have poured out the pill, or perhaps a few days’ worth of pills, and put them in a bag or cup, which would have then been delivered to the patient’s floor by a runner or a pneumatic tube system.

Once the pills arrived on the floor, at the appropriate time the patient’s nurse would have read the order (manually transcribed from the doctor’s order sheet to the nurse’s Medication Administration Record) and entered the teenager’s room pushing a wheeled cart similar to the ones used by airline flight attendants. After opening the patient’s drawer in the cart, the nurse would have removed the medication, and others due to be given at the same time, watched the patient take the pill, and placed her signature next to the time and dose on her record.
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Believe it or not, I’ve shortened this description — time and motion studies have identified as many as 50 steps between the moment the doctor wrote the order and the moment the nurse finally administered the medication. But even in simplified form, you can see why the old system was hugely error-prone. A study from the pen-and-paper era showed that 1 in 15 hospitalized patients suffered from an adverse drug event, often due to medication errors. A 2010 study (using data collected during the pre-digital era) estimated the yearly cost of medication errors in U.S. hospitals at $21 billion.

Those of us who worked in this Rube Goldberg system — and witnessed the harms it caused — anxiously awaited the arrival of computers to plug its leaks. Computerized ordering would make a doctor’s handwriting as irrelevant as scratches on a record album. Computerized decision support would alert the doctor or pharmacist that the patient was allergic to the medication being ordered, or that two medications might interact dangerously. A pharmacy robot could ensure that the right medication was pulled off the shelf, and that the dose was measured with a jeweler’s precision. And a bar-coding system would render the final leg in this relay race flawless, since it would signal the nurse if she had grabbed the wrong medication or was in the wrong patient’s room.

Of course, it was natural for doctors, nurses and pharmacists to expect that, once computers entered our complex, chaotic and often dangerous world, they would make things better. After all, in our off-duty lives we are so thoroughly used to taking out our iPhones, downloading an app, and off we go.


But we’re learning that the magic of information technology, so familiar to us in the consumer world that it nearly seems “normal,” is far more elusive in the world of medicine.



Though computers can and do improve patient safety in many ways, the case of Pablo Garcia vividly illustrates that, even in one of the world’s best hospitals, filled with well-trained, careful and caring doctors, nurses and pharmacists, technology can cause breathtaking errors.

This one began when a young physician went to an electronic health record and set a process in motion that never could have happened in the age of paper.
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At around noon on a cool July day in San Francisco, Jenny Lucca, a pediatrics resident at UCSF, began the process of admitting Pablo Garcia, whose rare genetic disease had led to bouts of gastrointestinal bleeding and abdominal pain. He needed further evaluation with an elective colonoscopy, and this was a scheduled admission to perform the test and act on its results.

After speaking to Pablo and his mother and examining the young patient, Lucca clicked into the physicians’ orders section in the electronic health record. Pablo was on about 15 different medications. Lucca ordered his usual immunosuppressive pills, the liquid bowel-cleansing prep for the colonoscopy (the famously vile GoLYTELY) and his monthly infusion of immunoglobulins.

Then she came to the Septra, an antibiotic that the teenager had been taking for years to prevent recurrent skin and lung infections. The usual dose of Septra for all but the smallest children is one double-strength pill twice daily, and that is what Pablo was taking at home.

In the precomputer days, of course, Lucca would have written simply to continue the Septra, twice daily, on the physician’s order sheet.

But UCSF Medical Center, where I work as a physician, had not relied on paper for years. It had been over a decade since doctors and nurses wrote their daily notes on paper, and all of the orders had been electronic for nearly two years. Lucca, as a young physician, had never experienced a medical profession built on a backbone of paper documentation. She was of a generation of digital natives, for whom the use of the computer was natural and expected. After arriving in San Francisco, Lucca took the required 10 hours of computer training, and UCSF’s system, built by Epic of Verona, Wisconsin—the same one she had used in medical school — made the learning curve far less steep than it might have been.

The medical center installed its first hospital-wide computer system in 2000. We switched to Epic, the market leader, in 2012 after an unhappy decade with General Electric’s problem-ridden EHR system. Our implementation of Epic, like all such implementations, had its share of hiccups. Some departments didn’t send out bills for weeks, some medications and lab tests were overlooked, and a few patients fell off the hospital’s radar screen for brief periods. Like new homeowners, the IT department had a “punch list” of hundreds of items to be fixed or modified, and they spent much of the first year after implementation methodically going through it, checking off items.

But now, on the date of Pablo Garcia’s admission, 13 months after UCSF’s Epic installation, the system was running smoothly. And there was good evidence that it was meeting its goals: doctors’ and nurses’ notes were now legible; thousands of medication errors had been intercepted by the bar-coding system; and computerized checklists guided the clinicians through some key safety practices like identifying the correct surgical site before the first incision. Moreover, about 50,000 patients had signed up to access a new electronic portal called MyChart, which allowed them to receive results of lab tests and x-rays, schedule appointments, refill their medications, and e-mail their physicians. Although there were grumbles here and there, the general feeling was that the electronic health record was making patient care safer and better.

Yet a series of dangers lurked beneath the placid surface. Installing a system like Epic is not like installing an operating system on your laptop, where you just “Accept the Terms,” reboot the machine and off you go. Instead, while the electronic health record provides the scaffolding, there are hundreds of decisions that each hospital needs to make, many of them related to electronic prescribing.

For example, should there be maximum dose limits set in the system, so that doses several times higher than the published maximum are grayed out? UCSF decided not to set such limits. The reasoning at the time was that, in a teaching hospital with lots of patients with rare diseases, many of them on research protocols, such “overdoses” would usually be okay. A system with hundreds of “hard stops” would lead to many angry phone calls from frustrated doctors to pharmacists, demanding that they override the block.
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When it came to pediatric patients, a second set of decisions had to be made concerning weight-based dosing. Since pediatric patients can range from a preemie weighing a couple of pounds to a morbidly obese adolescent, many pediatric medications are dosed based on weight, usually expressed in milligrams (of a medication) per kilogram (of body weight)(mg/kg). The committee overseeing our Epic implementation decided to require weight-based dosing for all children under 40 kilograms (about 88 pounds).

Another choice involved the translation of weight-based doses into pills. What if the computer calculated that a dose should be 120 mg (based on the child’s weight), but the only available pill was 100 mg? The decision: if the available medication was more than 5 percent off the calculated “correct” dose, then the pharmacist would contact the doctor to be sure she endorsed that conversion. After all, there might be cases in which a 10 or 20 percent disparity would be clinically meaningful and the doctor might rethink the order.

The weight-based dosing policy forced Lucca to order Pablo Garcia’s medication in milligrams per kilogram, since the youngster weighed less than 40 kilograms (38.6 to be exact, or about 85 pounds). When she typed “Septra” into Epic’s order entry module, she was prompted to select one of two dose choices, and she correctly chose the larger (“double-strength”) one, which contains 5 mg/kg of trimethoprim, one of the two active ingredients in Septra.

Because Pablo weighed 38.6 kilogram, the computer multiplied this weight by the 5 mg/kg and determined that the dose should be 193 mg.
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Of course, there is no 193 mg Septra pill; the nearest tablet size is the 160 mg double-strength Septra pill. The computer recommended that the dose be rounded to a single tablet (a 17 percent decrease from 193, well above the 5 percent threshold), and asked Lucca if she accepted this recommendation.

She clicked “Yes.” In doing so, she believed she had ordered the one double-strength Septra tablet that Pablo had been taking at home, which was precisely what she had intended to do all along. All would have been well — had she been right. But she wasn’t.


Click here to read Part 2 of The Overdose
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This is excerpted from The Digital Doctor: Hope, Hype, and Harm at the Dawn of Medicine’s Computer Age, by Robert Wachter. McGraw-Hill, 2015. You can buy the book here.
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Illustrated by Lisk Feng
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This is part 2 of The Overdose. Read part 1 here.

On the afternoon that 16-year-old Pablo Garcia was admitted for a routine colonoscopy to the University of California, San Francisco Medical Center’s Benioff Children’s Hospital — an admission that would later be complicated by a grand mal seizure as a result of a 39-fold overdose of a common antibiotic — Benjamin Chan was working in a small satellite pharmacy on the seventh floor, directly adjacent to the wards.

As the pediatric clinical pharmacist, it was Chan’s job to sign off on all medication orders on the pediatric service. The chain of events that led to Pablo’s catastrophic overdose unfolded quickly. The medication orders from Jenny Lucca, Pablo’s admitting physician, reached Chan’s computer screen moments after Lucca had electronically signed them.

Pablo had a rare genetic disease that causes a lifetime of infections and bowel inflammation, and as Chan reviewed the orders, he saw that Lucca had ordered 5 mg/kg of Septra, the antibiotic that Pablo took routinely to keep infections at bay.

Chan immediately noticed a problem with this Septra order: the dose of 193 mg the computer had calculated (based on the teenager’s weight) was 17 percent greater than the standard 160-mg Septra double-strength tablets. Because this discrepancy exceeded 5 percent, hospital policy did not allow Chan to simply approve the order. Instead, it required that he contact Lucca, asking her to enter the dose corresponding to the actual pill size: 160 mg. The pharmacist texted Lucca: “Dose rounded by >5%. Correct dose 160 mg. Pls reorder.”

Of the scores of medications that the resident would order — and the pharmacist would approve — that day, this was probably the simplest: an antibiotic pill dispensed by corner drugstores everywhere, being taken as a routine matter by a relatively stable patient. Neither the doctor nor the pharmacist could have anticipated that this text message, and the policy that demanded it, would be a lit match dropped onto a dry forest floor.

Both Chan and Lucca knew that Pablo weighed less than 40 kilograms (38.6 to be exact, or about 85 pounds). But here is where worlds — the worlds of policy, practice and computers — collided. The 40 kilogram policy required that Lucca’s original order be weight-based (in milligrams of medication per kilogram of body weight), but the 5 percent policy meant that Chan needed Lucca to reorder the medication in the correct number of milligrams. What should have been a simple order (one double strength Septra twice daily) had now been rendered hopelessly complex, an error waiting to happen. And so one did.
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After receiving Chan’s text message, Lucca reopened the medication-ordering screen in Epic, the electronic health record system used by UCSF. What she needed to do was trivial, and she didn’t give it much thought. She typed “160” into the dose box and clicked “Accept.” She then moved to the next task on her long checklist, believing that she had just ordered the one Septra tablet that she had wanted all along. But she had done something very different.
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Do you spot the problem? Perhaps not, since it is hiding in the middle of this dense screen, which faithfully replicates the one seen by Lucca. Focus your attention on the line that begins with the number “160” inside a rectangular box.

Since doses can be ordered in either milligrams or milligrams per kilogram, the computer program needs to decide which one to use as the default setting. (Of course, it could leave the unit [mg versus mg/kg] box blank, forcing the doctor to make a choice every time, which would actually require that the physician stop and think about it, but few systems do that because of the large number of additional clicks it would generate.)

In UCSF’s version of Epic, the decision was made to have the screen default to milligrams per kilogram for all kids weighing less than 40 kilograms, in keeping with the weight-based dosing policy. That seemingly innocent decision meant that, in typing 160, Lucca was actually ordering 160 mg per kg — not one double-strength Septra, but 38½ of them.
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Computer experts call this type of problem — when the same action can result in two very different results — a “mode error,” and it is especially problematic when the user is not focused on the mode (in this case, mg versus mg/kg) and the interface offers no obvious clues as to its current status. The most common mode error in day-to-day computing is activation of the caps lock key, which changes the output of all the other keys.

Computer designers try hard to avoid having any modes at all, but the caps lock key is a major convenience, and so it has survived. When you’re stuck with a mode problem, user-centered design principles dictate that the mode should be made obvious to the user. And so most computer manufacturers incorporate a light into the caps lock key to show when it’s activated, and they signal (with a little up-facing icon) that the caps lock key is on, thus explaining why you’re having no luck with your password.

Unfortunately, the Epic interface provides no guidance to alert the user that she is in mg/kg mode. I have shown a picture of the “160 mg/kg” screen to several thousand people — including many experienced physicians, pharmacists and medical computer experts — during lectures over the past year. “Please raise your hand,” I ask, “if you’re 100 percent sure you would have noticed the mg/kg setting.” (Had Lucca noticed it, she could have changed it to “mg” with two clicks.) Not a single hand has gone up.

Of course, both Epic and First Databank, the company that created the rules that govern UCSF’s alerts, know full well that a dose of 6,160 mg of Septra is inconceivable; it would be like seeing a street sign saying the speed limit is 2,500 miles per hour. After Lucca signed the order an alert fired, warning her that this was an overdose.
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Whether an automated system is monitoring the status of a nuclear power plant, a commercial jetliner, or your washing machine, perhaps the most challenging decisions revolve around what to do with alerts. On an average day at UCSF Medical Center, we prescribe about 12,000 medication doses, and order thousands more x-rays and lab tests. How should the doctor be informed if the computer thinks there is — or might be — a problem?

Because many academic medical centers installed Epic before 2012, UCSF had the advantage of learning from these early adopters. One near-universal recommendation was to be sparing with alerts, because every alert makes it less likely that people will pay attention to the next one.

Heeding this feedback, the medical center chose to disable thousands of the alerts built into the drug database system that the hospital had purchased along with Epic. Despite this decision, there were still tons of alerts. Of roughly 350,000 medication orders per month, pharmacists were receiving pop-up alerts on nearly half of them. Yes, you read that right: nearly half. The physicians were alerted less frequently — in the course of a month, they received only 17,000 alerts.

The alert problem was especially daunting in pediatrics. Given weight-based doses and the narrow therapeutic range for many medications, alerts fired on several of the 10 to 15 medications ordered by the doctors for the typical hospitalized youngster, and on the vast majority of orders processed by the pediatric pharmacists.

Computerized medication alerts represent only a small fraction of the false alarms that besiege clinicians each day. Barbara Drew, a nurse-researcher at UCSF, has been studying a similar problem, alarms in the ICU, for decades. During that time, she has seen them grow louder, more frequent, and more insistent. She has witnessed many Code Blues triggered by false alarms, as well as deaths when alarms were silenced by nurses who had simply grown weary of all the noise.

A 2011 investigation by the Boston Globe  identified at least 216 deaths in the U. S. between January 2005 and June 2010 linked to alarm malfunction or alarm fatigue. In 2013, The Joint Commission, the main accreditor of American hospitals, issued an urgent directive calling on hospitals to improve alarm safety. The ECRI Institute, a nonprofit consulting organization that monitors data on medical errors, has listed alarm-related problems as the top technology hazard in healthcare in each of the last four years.

There are many reasons for false alarms: misprogrammed thresholds; dying batteries; loosening of an electronic lead taped to the patient’s chest. But plenty of alarms are triggered by the activities of daily hospital living. Liz Kowalczyk, who led the investigation for the Globe, spent a morning in the cardiac unit at Boston Children’s Hospital. She observed,


[The nurse] hurried into Logan’s room — only to find a pink-cheeked, kicking 3-month-old, breathing well, cooing happily. Logan was fine. His pumping legs had triggered the crisis alarm again.

The red alarm is the most urgent, meant to alert nurses to a dangerously slow or fast heart rate, abnormal heart rhythm, or low blood oxygen level. But on this morning . . . infants and preschoolers activated red alarms by eating, burping and cutting and pasting paper for an arts and crafts project.



In the face of growing nationwide concern about alert fatigue, Barbara Drew, the UCSF researcher, set out to quantify the magnitude of the problem. For a full month in early 2013, she and her colleagues electronically tapped into the bedside cardiac alarms in UCSF’s five intensive care units, which monitored an average of 66 patients each day. Mind you, this is just the bedside cardiac monitor, which follows the patient’s EKG, heart rate, blood pressure, respiratory rate, and oxygen saturation. It does not include the IV machine alarms, mechanical ventilator alarms, bed exit alarms, or nurse call bell. Nor does it include any of the alerts in the computer system, such as the Septra overdose alert that Jenny Lucca overlooked.

Drew’s findings were shocking. Every day, the bedside cardiac monitors threw off some 187 audible alerts. No, not 187 audible alerts for all the beds in the five ICUs; 187 alerts were generated by the monitors in each patient’s room, an average of one alarm buzzing or beeping by the bedside every eight minutes. Every day, there were about 15,000 alarms across all the ICU beds. For the entire month, there were 381,560 alarms across the five ICUs. Remember, this is from just one of about a half-dozen systems connected to the patients, each tossing off its own alerts and alarms.

And those are just the audible ones.


If you add the inaudible alerts, those that signal with flashing lights and text-based messages, there were 2,507,822 unique alarms in one month in our ICUs, the overwhelming majority of them false.



Add in the bed alarms, the ventilators, and the computerized alerts . . . well, you get the idea.
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Like many other physicians, pharmacists, and nurses, Jenny Lucca found alerts to be a constant nuisance. Even giving Tylenol to a feverish child every four hours triggered an alert that the dose was approaching the maximum allowed. Every training program has a “hidden curriculum” (the way things are actually done around here, as opposed to what the policies say or what the administrators told you during that interminable orientation). One of them — passed down from senior residents to the newbies — was, “Ignore all the alerts.”

While Lucca was slightly uncomfortable with that as a governing philosophy, she was convinced that most of the dozen or more alerts she received each day could be safely ignored, and she knew that doing so was the only way she could get her work done.

With her task list brimming with dozens of unchecked boxes and more sick kids in need of her care and attention, Lucca assumed that the alert she received after signing the Septra order was yet another annoying one with no clinical significance, and so she clicked out of it. With that, the order for 38½ Septras now ricocheted back to the pharmacy, having been signed and validated by a licensed physician.
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When I spoke with Jenny Lucca months after Pablo Garcia’s overdose, I asked her how she could have clicked out of the Septra overdose alert, knowing now that by doing so, she had confirmed an order for 38½ Septra tablets. She blamed part of it on alert fatigue, of course. But she also pointed to the appearance of the alerts in Epic. “There is no difference between a minuscule overdose — going 0.1 milligram over a recommended dose — and this very large overdose. They all look exactly the same.”

In fact, the Epic alert that Lucca received is a model of bad design (in the updated version of the software, it is a bit better). There are no graphical cues, no skull and crossbones — nothing that would tell a busy physician that this particular alert, unlike the dozens of others that punctuate her days, truly demanded her attention.

Once Lucca signed the Septra order and clicked out of the alert, it boomeranged to Benjamin Chan’s computer within a matter of minutes. The pharmacists at a place like UCSF serve as a crucial layer of protection, and Chan was an experienced professional who prided himself on his carefulness. But, on this particular day, the deck was stacked against him.

First, Chan had been on the wards with Lucca in the past. “I have worked with her, we know each other, and I trust her,” he told me. In retrospect, Chan said, it’s likely that this personal relationship was one of the reasons he let his guard down.

Second, the seventh-floor satellite pharmacy, where Chan works, is a frenzied place. In an 8 × 18-foot room (about the size of a parking space), four individuals — two doctorally trained clinical pharmacists like Chan, and two pharmacy techs — buzz around, bouncing into each other like pinballs. In addition to the bodies, the room is packed tight with equipment, including two ventilated hoods for mixing volatile or toxic medications, a sink, shelves lined with bins stocked with medications, a label printer, IV bags, syringes, needles, and a locked cabinet for storing narcotics. On the day I visited, several months after Pablo Garcia’s overdose, one of the technicians was carefully mixing up medications, her arms sheathed in rubberized sleeves that penetrated a clear plastic tent.

In the midst of this bustle, the pharmacists were checking every order that appeared in a computerized queue (often making several follow-up calls to determine whether the order was correct), while simultaneously answering the phones, supervising the technicians, and dealing with visitors who periodically appeared at the Dutch door to pick up medications.


“The phones just never stop ringing,” Chan told me. “There are always nurses coming to the window to pick up their narcotics; the respiratory therapist comes looking for his meds. In going through one patient’s medication orders, I’ll be interrupted six or seven times, at least.”



It sure seemed risky to me, and a 2010 Australian study confirmed that it is. The investigators observed 98 nurses while they prepared and administered 4,271 medications. Every interruption increased the risk of a medication error by 13 percent. When a nurse was interrupted four times, the rate of errors likely to lead to permanent harm or death doubled.

Abundant research has demonstrated that the term multitasking is a misnomer — performance degrades rapidly when people try to do several things simultaneously, whether it’s your kids doing homework while texting or a pharmacist checking orders while answering the phone. Psychologists speak of the concept of “cognitive load” — the overall volume of things a mind is grappling with at a given time. While there are some individual differences in the ways we manage cognitive load, one thing is clear: none of us does this as well as we think we do.

With all of these social, logistical, and cognitive land mines to sidestep, it’s little wonder that Chan didn’t notice the “mg/kg” when he saw “160” only a few minutes after texting Lucca to order just that dose. Also, by a terrible coincidence, when you multiply 160 mg/kg by 38.6 kg, you get 6,160 mg (after rounding to the nearest tablet size), which contains the number “160,” another opportunity for what psychologists call “confirmation bias”— seeing what one expects so see.

So Chan accepted Lucca’s order for 160 mg/kg. And then he went on to click out of his own alert screen, which looked as bland and busy as the one that Lucca received and — for good measure — contains the number “160” in 14 different places.
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Just as with the physician’s alert, the sheer number of alerts the pharmacists receive creates a striking degree of vulnerability. “There are just a lot of them,” Chan told me. “Sitting here, I can tell you a number of alerts that make absolutely no sense, and we are alerted to them every single day.”
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During my visit with Chan at UCSF’s satellite pharmacy, I saw the pharmacists verifying many medication orders. A few seconds after the pharmacists approved some of the orders, a label popped out of a nearby printer, and one of the technicians read it and gathered up the appropriate medication. When the order was for pills, she did this by pouring the pills out of bottles or tearing them from strips of serrated blister packs. When the order called for an intravenous solution, she mixed it under the aluminum hood with a meticulousness that would have met with approval from Walter White.

I asked Chan what would have happened if the tech had received a label with instructions to tear out 38½ individual Septra tablets from a large serrated sheet of individually wrapped pills. Partway through the tearing, he told me, “My tech would have said, ‘Hey, this doesn’t look right.’” I don’t doubt this: there is something about a physical act, whether it is tearing off 39 pills from a sheet or writing out an order with a pen, that can jog a mind out of numb complacency.

Even if the pharmacy tech had missed the error and prepared the 39 pills, there would have been another chance for an eleventh-hour save, because Chan and the other pharmacists check the techs’ work before every medication leaves the satellite pharmacy.

But Pablo Garcia’s first Septra dose was not due for about seven hours, which meant there was time for it to be sent electronically to UCSF’s Mission Bay campus, about five miles away, to be processed by the Swiss-made pharmacy robot there. The robot, installed in 2010 at a cost of $7 million, is programmed to pull medications off stocked shelves; to insert the pills into shrink-wrapped, bar-coded packages; to bind these packages together with little plastic rings; and then to send them by van to locked cabinets on the patient floors. “It gives us the first important step in eliminating the potential for human error,” said UCSF Medical Center CEO Mark Laret when the robot was introduced.


Without question, robots have many advantages over humans, which is why they are taking over so many tasks, in medicine and other industries.



Like most robots, UCSF’s can work around the clock, never needing a break and never succumbing to a distraction.

In the blink of an eye, the order for Pablo Garcia’s Septra tablets zipped from the hospital’s computer to the robot, which dutifully collected the 38½ Septra tablets, placed them on a half-dozen rings, and sent them to Pablo’s floor, where they came to rest in a small bin waiting for the nurse to administer them at the appointed time. “If the order goes to the robot, the techs just sort it by location and put it in a bin, and that’s it,” Chan told me. “They eliminated the step of the pharmacist checking on the robot, because the idea is you’re paying so much money because it’s so accurate.”
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[image: ]The robot did it: what medication looks like after the automated system fulfills the orders

Like a missile system now set to launch by the simultaneous turning of two keys, the actions by the physician and the pharmacist had created a live order for 6,160 mg of Septra, or 38½ tablets. At this point, the focus of the hospital’s electronic medication safety system shifted from making sure that the order was correct — protections that had been breached by the actions of the doctor, the pharmacist, and the robot — to making sure that the administered dose matched the prescribed dose.

Most of the time, these protections are crucial to patient safety, since one-third of hospital medication errors occur during the drug administration phase, when a nurse gives a patient a medicine that differs from the one ordered. But when the order itself is wrong, these protections become a perversion, shielding the error from being caught.

In the name of patient safety, the machine had taken over. But at this point, Pablo Garcia was very unsafe.


Click here to read Part 3 of The Overdose
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This is excerpted from The Digital Doctor: Hope, Hype, and Harm at the Dawn of Medicine’s Computer Age, by Robert Wachter. McGraw-Hill, 2015. You can buy the book here.
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Illustrated by Lisk Feng
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This is part 3 of The Overdose. Read part 1 and part 2.

Brooke Levitt had been on the nursing staff at UCSF for about 10 months when Pablo Garcia was admitted for his colonoscopy. Levitt is in her mid-twenties, with an open face, a ready smile, and an upbeat Southern California vibe that makes her a favorite of kids and their parents. She couldn’t have been more thrilled to land a job at the renowned academic medical center straight out of nursing school. She was assigned to the pediatric intensive care unit (PICU), and she loved the work because “you’re constantly on your feet, critically thinking, working with a team of physicians and pharmacists, and you’re always at the bedside.” After six months of the standard probationary period, Levitt was now fully credentialed, and she prided herself on knowing the PICU system inside and out.

On July 26, 2013, Levitt was assigned a night shift, not in her usual ICU, but on a unit that was short-staffed, the general pediatrics floor. In the parlance of the hospital, she was a “floater,” and it was only the second time she had floated outside the PICU since starting her job.

The system of floating is governed by a kind of lottery — every nurse, except the most senior, is eligible. “I don’t want to float,” Levitt later told me, “because I don’t know the unit; I don’t know the nurses. Most people don’t like it.” But when your number comes up, you have no choice.

Pablo Garcia was Levitt’s second patient that afternoon. She gave him several of his medications, including multiple cups of the bowel-purging GoLYTELY liquid. Then she came to the order for the 38½ Septras in the computer — a shockingly high dose — and, sure enough, she found all the pills in Pablo’s medication drawer. “I remember going to his drawer and I saw a whole set of rings of medications, which had come over from the robot. And there were about eight packets of it on one ring. And I was like, wow, that’s a lot of Septra. . . . It was an alarming number.”

She’d given Septra before, in the ICU, but always in liquid or intravenous form, never pills. Her first thought was that perhaps the pills came in a different (and more diluted) concentration. That might explain why there were so many.
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Since the Paleolithic Era, we humans have concocted explanations for stuff we don’t quite understand: tides, seasons, gravity, death. The idea that the Septra might have been diluted was the first of many rationalizations that Levitt would formulate to explain the unusual dose and to justify her decision to administer it. At first glance it might seem crazy for her to have done so, but the decisions she made that night were entirely consistent with patterns of error seen in medicine and other complex industries.


What is new for medicine is the degree to which very expensive, state-of-the-art technology designed to prevent human mistakes not only helped give rise to

the Septra error, but also failed to stop it, despite functioning

exactly as it was programmed.



The human lapses that occurred after the computerized ordering system and pill-dispensing robots did their jobs perfectly well is a textbook case of English psychologist James Reason’s “Swiss cheese model” of error. Reason’s model holds that all complex organizations harbor many “latent errors,” unsafe conditions that are, in essence, mistakes waiting to happen. They’re like a forest carpeted with dry underbrush, just waiting for a match or a lightning strike.

Still, there are legions of errors every day in complex organizations that don’t lead to major accidents. Why? Reason found that these organizations have built-in protections that block glitches from causing nuclear meltdowns, or plane crashes, or train derailments. Unfortunately, all these protective layers have holes, which he likened to the holes in slices of Swiss cheese.

On most days, errors are caught in time, much as you remember to grab your house keys right before you lock yourself out. Those errors that evade the first layer of protection are caught by the second. Or the third. When a terrible “organizational accident” occurs — say, a space shuttle crash or a September 11–like intelligence breakdown — post hoc analysis virtually always reveals that the root cause was the failure of multiple layers, a grim yet perfect alignment of the holes in the metaphorical slices of Swiss cheese. Reason’s model reminds us that most errors are caused by good, competent people who are trying to do the right thing, and that bolstering the system — shrinking the holes in the Swiss cheese or adding overlapping layers — is generally far more productive than trying to purge the system of human error, an impossibility.

A 1999 report by the Institute of Medicine launched the patient safety movement with the headline-grabbing estimate that nearly 100,000 patients a year in the United States die of medical mistakes — the equivalent of a jumbo jet crashing every day. Tens of thousands of these deaths were from medication errors. For these, computerization was touted as the most promising fix, since it can plug holes such as illegible handwriting, mistaken calculations (for example, adding a zero to a calculated dose creates a tenfold overdose, which can be fatal if the drug is insulin or a narcotic), and failure to check drug allergies before administering a medication. More sophisticated computer systems go even further, building in alerts to guide doctors to the correct medication for a given condition, signaling that our dose is too high or low, or reminding us to check a patient’s renal function before prescribing certain medications that affect the kidneys.

But even as computer systems shrink the holes in certain layers of the metaphorical Swiss cheese, they can also create new holes. As Pablo Garcia’s case illustrates, many of the new holes in the Swiss cheese weren’t caused by the computer doing something wrong, per se. They were caused by the complex, and under-appreciated, challenges that can arise when real humans — busy, stressed humans with all of our cognitive biases — come up against new technologies that alter the work in subtle ways that can create new hazards.
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Pablo Garcia’s hospital ward doubled as UCSF’s pediatric research center, where patients on clinical trials frequently receive unusual medications. Brooke Levitt, still a bit baffled by the number of Septra pills, now wondered whether that explained the peculiar dose — perhaps Pablo was on some sort of research protocol. She thought about asking her only colleague on the floor, the charge nurse, but she knew that the charge nurse was busy seeing her own patients and delivering their medications.

Of course, Levitt now beats herself up for not tapping her colleague on the shoulder. But it’s not that surprising that she failed to do so. Studies have found that one important cause of errors is interruptions, so clinicians at UCSF and elsewhere have been counseled to avoid them, particularly when their colleagues are performing critical and exacting tasks like giving children potentially dangerous medications.


In some hospitals, nurses now mix or collect their medications wearing vests

that say “Don’t Interrupt Me,” or stand inside a “Do Not Interrupt” zone

marked off with red tape.



But there was probably something else, something more subtle and cultural, at play. Today, many healthcare organizations study the Toyota Production System, which is widely admired as a model for safe and defect-free manufacturing. One element of the TPS is known as “Stop the Line.” On Toyota’s busy assembly line, it is every frontline worker’s right — responsibility, really — to stop the line if he thinks something may be amiss. The assembly line worker does this by pulling a red rope that runs alongside the entire line.

When a Toyota worker pulls the cord for a missing bolt or a misaligned part, a senior manager scrambles to determine what might be wrong and how to fix it. Whether on the floor of an automobile manufacturing plant or a pediatrics ward, the central question in safety is whether a worker will “stop the line” — not just when she’s sure something is wrong but, more important, when she’s not sure it’s right.

Safe organizations actively nurture a culture in which the answer to that second question is always yes — even for junior employees who are working in unfamiliar surroundings and unsure of their own skills. Seen in this light, Levitt’s decision to talk herself out of her Spidey sense about the Septra dose represents one nurse’s failure in only the narrowest of ways. More disturbing, it points to a failure of organizational culture.

Levitt’s description of her mindset offers evidence of problems in this culture, problems that are far from unique to UCSF. “When I was counting all the pills and seeing them fill half a cup, my first thought was, that’s a lot of pills. Obviously it didn’t alarm me enough to call someone. But it was more than just a nagging sensation.”

Why didn’t she heed it? Another factor was her rush to complete her tasks on an unfamiliar floor. The computer helps create the time pressure: a little pop-up flag on the Epic screen lets nurses know when a medication is more than 30 minutes overdue, an annoying electronic finger poke that might make sense for medications that are ultra-time-sensitive, but not for Septra pills. She also didn’t want to bother the busy charge nurse, and she “didn’t want to sound dumb.”


As is so often the case with medical mistakes, the human inclination to say, “It must be right” can be powerful, especially for someone so low in the organizational hierarchy, for whom a decision to stop the line feels risky.



Finally, the decision to stop the line sometimes hinges on how much effort it takes to resolve one’s uncertainty. Remember that Levitt was usually assigned to the pediatric ICU, where nurses, doctors and pharmacists still generally work side by side, hovering over desperately ill babies. “I’m so used to just asking a resident on the spot, ‘Is this the dose you really want?’” she said. But on the wards, where the pace is slower and the children are not as critically ill, the doctors have all but disappeared. They are now off in their electronic silos, working away on their computers, no longer around to answer a “Hey, is this right?” question, the kind of question that is often all that stands between a patient and a terrible mistake.
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But there’s another major reason Levitt didn’t call anyone for help. She trusted something she believed was even more infallible than any of her colleagues: the hospital’s computerized bar-coding system. The system — not unlike the one used in supermarkets and stores everywhere — allows a nurse to scan a medication before she gives it to be sure it’s the right medicine, at the right dose, for the right patient.

In a seminal 1983 article, Lisanne Bainbridge, a psychologist at University College London, described what she called the “irony of automation.” “The more advanced a control system is,” she wrote, “so the more crucial may be the contribution of the human operator.” In a famous 1995 case, the cruise ship Royal Majesty ran aground off the coast of Nantucket Island after a GPS-based navigation system failed due to a frayed electrical connection. The crew members trusted their automated system so much that they ignored a half-dozen visual clues during the more than 30 hours that preceded the ship’s grounding, when the Royal Majesty was 17 miles off course.

In a dramatic study illustrating the hazards of overreliance on automation, Kathleen Mosier, an industrial and organizational psychologist at San Francisco State University, observed experienced commercial pilots in a flight simulator. The pilots were confronted with a warning light that pointed to an engine fire, although several other indicators signified that this warning was exceedingly likely to be a false alarm. All 21 of the pilots who saw the warning decided to shut down the intact engine, a dangerous move. In subsequent interviews, two-thirds of these pilots who saw the engine fire warning described seeing at least one other indicator on their display that confirmed the fire. In fact, there had been no such additional warning. Mosier called this phenomenon “phantom memory.”

Computer engineers and psychologists have worked hard to understand and manage the thorny problem of automation complacency. Even aviation, which has paid so much attention to thoughtful cockpit automation, is rethinking its approach after several high-profile accidents, most notably the crash of Air France 447 off the coast of Brazil in 2009, that reflect problems at the machine–pilot interface. In that tragedy, a failure of the plane’s speed sensors threw off many of the Airbus A330’s automated cockpit systems, and a junior pilot found himself flying a plane that he was, in essence, unfamiliar with. His incorrect response to the plane’s stall — pulling the nose up when he should have pointed it down to regain airspeed — ultimately doomed the 228 people on board. Two major thrusts of aviation’s new approach are to train pilots to fly the plane even when the automation fails, and to prompt them to switch off the autopilot at regular intervals to ensure that they remain engaged and alert.


But the enemies are more than just human skill loss and complacency. It really is a matter of trust: humans have a bias toward trusting the computers, often more than they trust other humans, including themselves.



This bias grows over time as the computers demonstrate their value and their accuracy (in other words, their trustworthiness), as they usually do. Today’s computers, with all their humanlike characteristics such as speech and the ability to answer questions or to anticipate our needs (think about how Google finishes your thoughts while you’re typing in a search query), engender even more trust, sometimes beyond what they deserve.

An increasing focus of human factors engineers and psychologists has been on building machines that are transparent about how trustworthy their results are. In its 2011 defeat of the reigning Jeopardy champions, the I.B.M. computer Watson signaled its degree of certainty with its answers. Before he passed away last month, George Mason University psychologist Raja Parasuraman was working on a type of computer Trust-o-Meter, in which the machine might have a green, yellow or red light, depending on how trustworthy it thinks its result is.

But that might not have bailed out Levitt, since the bar-coding machine probably felt pretty darn sure that it was prompting her to deliver the correct dose: 38½ pills. So we are left struggling with how to train people to trust when they should, but to heed Reagan’s admonition to “trust but verify” when circumstances dictate. The FAA is now pushing airlines to build scenarios into their simulator training that promote the development of “appropriately calibrated trust.” Medicine clearly needs to tackle its version of the same problem.
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In Levitt’s case, the decision to put her faith in the bar-coding system was not born of blind trust; since it had been installed a year earlier, the system had saved her, as it had all the nurses at UCSF, many times. Unlike the doctors’ and pharmacists’ prescribing alerts and the ICU cardiac monitors, with their high false positive rates, the nurses usually found their bar-code alerts to be correct and clinically meaningful. In fact, under the old paper-based process, the drug administration phase was often the scariest part of the medication ecosystem, since once the nurse believed he had the right medicine, there were no more barriers standing between him and an error — sometimes a fatal one.

Months after the error, I asked Levitt what she thought of Epic’s bar-coding system. “I thought it was very efficient and safer,” she said. “If you scan the wrong medication, it would instantly have this alert that said, ‘This is the wrong medication; there’s not an admissible order for this medication.’ So I would know, oops, I scanned the wrong one. It saved me.”

Levitt trusted not just the bar-coding system, but UCSF’s entire system of medication safety. Such trust can itself be another hole in the Swiss cheese. While a safety system might look robust from the outside — with many independent checks — many errors pick up a perverse kind of momentum as they breach successive layers of protection. That is, toward the end of a complex process, people assume that, for a puzzling order to have gotten this far, it must have been okayed by the people and systems upstream. “I know that a doctor writes the prescription,” Levitt said. “The pharmacist always checks it... then it comes to me. And so I thought, it’s supposed to be like a triple-check system where I’m the last check. I trusted the other two checks.”

Levitt took the rings laden with medications to Pablo’s bedside. She scanned the first packet (each packet contained one tablet), and the bar-code machine indicated that this was only a fraction of the correct dose — the scanner was programmed to look for 38½ pills, not one. So she scanned each of the pills, one by one, like a supermarket checkout clerk processing more than three dozen identical grocery items.

Yet even after the bar-code system signaled its final approval, Levitt’s nagging sense that something might be wrong had not completely vanished. She turned to her young patient to ask him what he thought.

Pablo was accustomed to taking unusual medications, so he said that the Septra dose seemed okay. She handed the pills to her patient and he began to swallow them.

About six hours later, the teenager blacked out, his arms and legs began jerking, and he stopped breathing.


Click here to read Part 4 of The Overdose
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This is excerpted from The Digital Doctor: Hope, Hype, and Harm at the Dawn of Medicine’s Computer Age, by Robert Wachter. McGraw-Hill, 2015. You can buy the book here.
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This is part 4 of The Overdose. Read part 1, part 2 and part 3.

When Pablo Garcia was admitted to the hospital in July 2013, he was 16 years old, a tenth grader at a high school in Stockton, California. He hoped to be an auto mechanic one day. At about 85 pounds, he was quite small for his age, a consequence of his immune disease, NEMO syndrome, and the cruel havoc it had played on his digestive system.

Stockton is a two-hour drive from San Francisco, but with its depressed, farm-based economy and its high crime rate, it’s a world away from the sparkling City by the Bay. While Pablo has a primary care doctor in Stockton, the city lacks the resources and specialists one finds at a prestigious research and teaching institution like UCSF, so he’s been coming to San Francisco for care since he was a small child.

Pablo’s mother, Blanca, is fiercely protective of her four children, especially Pablo and the younger Tomás, both of whom have NEMO syndrome. Her two sons are constantly battling infections — sometimes painful skin infections that weep, itch and blister; other times pneumonias that cause her children to cough and gasp for air. Their digestive systems are never normal. There may be diarrhea one week, nausea the next, and bleeding the week after that. They are malnourished; Tomás must receive his nutrition through a tube threaded into his small intestine. Whenever Pablo or Tomás is in the hospital, Blanca plants herself in the room, partly to lend support, but also to be a final set of eyes and ears. Hospitals, she knows, can be dangerous places.
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As luck would have it, on the night of July 26, Pablo and Tomás were both hospitalized at UCSF Medical Center. Since Tomás was the sicker of the two children, Blanca decided to spend the evening in his room, one floor up from Pablo’s. But for that sad coincidence, she would have been by Pablo’s bedside when Brooke Levitt came in with an anomalous dose of Septra, the routine antibiotic he takes, and undoubtedly would have all but tackled the nurse before she could administer the 38 1/2 pills. She still feels a bit guilty that she wasn’t there — because no one knew better than her that Pablo should only have taken a single pill.

The overdose triggered a grand mal seizure and Pablo stopped breathing. Within a minute, however, the Code Blue team arrived and was able to revive him from his brief period of apnea. Even in a place like UCSF, a Code Blue is a rough, chaotic blur — Pablo’s mother watched in horror as a half-dozen doctors, nurses and pharmacists stormed into the room, ignoring her as they methodically went about their business of ensuring Pablo’s respiration, placing large intravenous lines and preparing, if necessary, to shock his chest (luckily, it didn’t come to that). They left nearly as abruptly as they entered; once Pablo was stable enough to move, he was wheeled to the pediatric ICU at a speed that is something like a trot, where, thankfully, his seizure ended and he stabilized. His mother accompanied him there, wondering if this was the beginning of the deterioration that would end her son’s life.

Luckily, Pablo recovered in the intensive care unit over the next several days. On the morning of August 5, ten days after the overdose, the doctors were now ready to restart Pablo’s Septra.

At the time of his admission, Pablo’s physician had been forced — by a well-meaning policy — to translate the patient’s home dose of Septra (one pill twice a day) into a weight-based dose (5 milligrams of medication per kilogram of body weight). This move set off a series of misadventures, reminiscent of the mangled syntax that can emerge after translating something from English to a foreign language… then back to English again.

But this time around, as the doctors prepared for Pablo’s hospital’s discharge, they chose to override the weight-base dosing policy. The medication was ordered as “Septra, one double-strength pill twice a day” in the computer system. It was just that simple.
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The clinicians involved in Pablo’s case that day — physicians, nurses and pharmacists—all made small errors or had mistaken judgments that contributed to their patient’s extraordinary overdose. Yet it was the computer systems, and the awkward and sometimes unsafe ways that they interact with busy and fallible human beings, that ultimately were to blame. And the biggest culprit may well have been the hospital’s incessant electronic alerts. Some automated warnings misled the medical staff; others were lost in the cacophony of alarms going off throughout the hospital.
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I wanted to see if medicine might learn from other professionals who need to perform their tasks in a swirling, often confusing, high-stakes environment. The aviation industry seemed like a natural place to look, so I spoke to Captain Chesley “Sully” Sullenberger, the famed “Miracle on the Hudson” pilot. “The warnings in cockpits now are prioritized so you don’t get alarm fatigue,” he told me. “We work very hard to avoid false positives because false positives are one of the worst things you could do to any warning system. It just makes people tune them out.” He encouraged me to visit Boeing’s headquarters to see how its cockpit engineers manage the feat of alerting pilots at the right time, in the right way, while avoiding alert fatigue.

I spent a day in Seattle with several of the Boeing engineers and human factors experts responsible for cockpit design in the company’s commercial fleet. “We created this group to look across all the different gauges and indicators and displays and put it together into a common, consistent set of rules,” Bob Myers, chief of the team, told me. “We are responsible for making sure the integration works out.”

I sat inside the dazzling cockpit of a 777 simulator with Myers and Alan Jacobsen, a technical fellow with the flight deck team, as they enumerated the hierarchy of alerts that pilots may see. They are:


	An impending stall leads to red lights, a red text message, a voice warning, and activation of the “stick shaker,” meaning that the steering wheel vibrates violently. “The plane is going to fall out of the sky if you don’t do anything,” Myers explained calmly.

	Further down the hierarchy are “warnings,” of which there are about 40. These are events that require immediate pilot awareness and rapid action, although they may not threaten the flight path. Believe it or not, an engine fire no longer merits a higher-level warning because it doesn’t affect the flight path. (“Fires in engines are almost nonevents now,” said Myers, because the systems to handle them are so robust.) The conventions for warnings are red lights, text and a voice alarm, but no stick shaker. Impressively, the color red is never used in the cockpit except for high-level warnings — that’s how much thought the industry has given to these standards.

	The next level down is a “caution,” and there are about 150 such situations. Cautions require immediate pilot awareness but may not require instant action. Having an engine quit in a multiengine plane generates only a caution (again, my jaw drops when I hear this), since the pilot may or may not have to do something right away, depending on the plane’s altitude. A failure of the air-conditioning system — which ultimately can lead to a loss of cabin pressure — is another caution event. With cautions, the lights and text are amber, and there is only one alert modality, usually visual.

	The final level is an “advisory,” like the failure of a hydraulic pump. Since jets are designed with massive redundancy, no action is required, but the pilot does need to know about it, since it might influence the way the landing gear responds late in the flight. Advisories trigger an amber text message — now indented — on the cockpit screen, and no warning light.



For every kind of alert, a checklist automatically pops up on a central screen to help guide the cockpit crew to a solution. The checklists are preprogrammed to match the problems that triggered the alert.

And that’s it. I asked Myers and Jacobsen how, with more than 10,000 data points recorded on every flight, they resist the urge to warn the pilots about everything, as we seem to do in healthcare. “It’s a judgment call,” Jacobsen told me. “We have a team of people — experts in systems safety and analysis — who make that judgment.” Because of this process, the percentage of flights that have any alerts whatsoever — warnings, cautions, or advisories — is low, well below 10 percent.

I wondered whether the designers of individual components sometimes advocate for their own favorite alerts. Myers chuckled. “It’s funny, you’ll get some young engineer whose responsibility is the window heat system. He comes in with this list of 25 messages that he wants us to tell the pilot about his system: it’s on high, it’s on medium, it’s on low, it’s partially failed, you can’t operate it below 26 degrees. . . . He comes out of the meeting — a meeting in which the pilots say, ‘We don’t care!’ — and he’s like [Myers affects an Eeyore voice], ‘This is my job, this is my life, and it doesn’t even make it onto the flight deck.’”

Like many of aviation’s safety solutions, the parsimonious approach to alerts came from insights born of tragedies. “The original ‘gear down’ warning was linked to the throttle,” recalled Myers, meaning that it went off, falsely, every time the pilot slowed the plane. “So the pilots’ learned response was throttle back, disconnect the alert.” Predictably, this led to accidents when pilots ignored this alert even when there truly was a problem. Another example: in the early days of the Boeing 727, some alerts were so frequent and wrong that pilots yanked the circuit breakers to quash them.

When I told the Boeing engineers about my world — not only the frequency of computerized medication alerts, but also the ubiquity of alarms in our intensive care units — they were astonished. “Oh, my goodness,” was all Myers could say.


Click here to read Part 5 of The Overdose (the final one, in which we examine the things that hospitals must do to prevent more cases like Pablo Garcia’s)




[image: ]


[image: ]

This is excerpted from The Digital Doctor: Hope, Hype, and Harm at the Dawn of Medicine’s Computer Age, by Robert Wachter. McGraw-Hill, 2015. You can buy the book here.
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This is part 5 of The Overdose. Read part 1, part 2, part 3 and part 4.

I first learned of Pablo Garcia’s 39-fold overdose of an antibiotic at a meeting at my hospital, held on July 26, 2013, a few weeks after the error itself. When I heard that the inciting event was a simple oversight, I was concerned, but not overly so.

A physician had placed an electronic order for Pablo’s antibiotic, Septra, but had failed to notice that the order screen was set to calculate the amount of drug based on the weight of the patient, not to accept the total milligrams intended for the whole dose. The software was set to expect a dose in mg/kg, but the doctor assumed it was set for mg. So when the clinician entered the total dose, 160, the computer multipled that dose by Pablo’s weight.

This kind of simple oversight is all too familiar to me, both as a clinician and a student of patient safety. Surely, I thought, as the facts of the case began to unspool at the meeting, the combination of smart people and modern technology would catch the problem before it reached the patient, making it a near miss.

But it was soon clear that no person — and no computer — had made such a catch. First, the doctor bypassed the computerized alert. Then the pharmacist missed the error and a different alert. Uh oh. And then the pharmacy robot dutifully fetched more than three dozen pills. Finally came the denouement: a young nurse, working on an unfamiliar floor, too busy and intimidated to speak up and falsely reassured by the dazzling technology, actually gave a 16-year-old boy 38½ pills rather than the single tablet he was supposed to get.


By now, my jaw was somewhere on the floor. I was amazed that this could happen in one of America’s top hospitals, equipped with the best healthcare information technology that money can buy.



It was then that I knew I needed to write a book about technology in medicine, and that the book had to have the word “Harm” somewhere in the title.

Root cause analysis, or RCA, is the technique we use to analyze errors in healthcare deeply. Although RCAs have been been a staple of industries such as commercial aviation (it’s what National Transportation Safety Board investigators do after a plane crash) and the military for generations, we in medicine have only been conducting them for the past 15 years or so.

In keeping with James Reason’s Swiss cheese model of errors, the goal of an RCA is to concentrate on system flaws. Reason’s insight, drawn mainly from studying errors outside of healthcare, was that trying to prevent mistakes by admonishing people to be more careful is unproductive and largely futile, akin to trying to sidestep the law of gravity.


Reason’s model recognizes that most errors are committed by good, careful people, and to make things safer, we need to focus instead on the protective layers — which, when working correctly, block human glitches from causing harm.



These layers all have inevitable gaps, which remind him of stacked slices of Swiss cheese. Because breaches of these layers create the risk — whether it’s a crashing plane, a nuclear power plant meltdown, the failure to catch 19 terrorists in the days before 9/11, or a medical mistake — the goal of a safety program is to prevent the holes in the cheese from lining up.

After sitting through a few RCAs, people tend to gravitate to a favorite fix. Some see most medical errors as communication problems, which leads them to suggest changes that will improve teamwork and information exchange. Others focus on the workforce — they typically feel that overwhelmed, or distracted, or tired clinicians are at the root of many errors. Still others see problems as failures of leadership, or of training.


Until computers entered the world of healthcare, most of us viewed information technology as a solution, and a powerful one at that.



Take the problem of an error due to a doctor’s indecipherable handwriting. The solution seemed obvious: computerized prescribing. An error due to a mistaken decimal point or mg vs. mg/kg dosing mix-up: computerized alerts. An error due to the nurse giving the wrong medication to a patient: bar coding.

Though computers certainly can be a solution to many kinds of medical mistakes, they can also be a cause. In January 2015, a team of Harvard investigators published the results of a study of 1.04 million errors reported to a large medication error database between 2003 and 2010. They found that 63,040, fully 6 percent of all errors, were related to problems with computerized prescribing.

The error that nearly killed Pablo Garcia illustrates the double-edged sword of healthcare IT. It also demonstrates that — even in errors that primarily relate to computerized systems and human-technology interfaces — the solutions need to be broadly based, addressing several different layers of Swiss cheese. Finally, it shows us how hard it is to fix even seemingly easy problems in healthcare when they relate to technology.

The RCA in the Pablo Garcia case did identify many problems with the system, and over the subsequent months, UCSF Medical Center set out to address them. One thing we did not do was fire any of the involved clinicians. The review showed them to be solid employees who were acting on the information they had available. In the end, the test we use in such situations is this: Could we imagine another competent individual making the same mistake under the same conditions? When we analyzed the actions of the doctor, the pharmacist, and even the nurse, we felt that the answer was “yes.” Each was counseled, but all were allowed to return to work. To their credit, all three allowed me to interview them for the book, in the hopes that their recollections and insights might help prevent a similar error in the future.
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We began to scrutinize some of the system problems that we felt were responsible for the error. We re-examined the policy that mandated that Pablo Garcia’s dose be written in milligrams per kilograms, instead of the “one double strength twice daily” that his physician knew he had been on for years. Since that fix only involved a revision of a policy, it was remedied quickly — clinicians no longer are required to use weight-based dosing when they know the correct dose in milligrams.


Dealing with the problem of too many alerts proved harder, partly because

it flies in the face of intuition.



At one of many discussions, someone said, “I think we need to build in just one more alert here.” I was aghast. “Don’t you see…” I fairly shouted. “The problem is that we have too many alerts. Adding another only makes it worse!”

To tackle this one, we formed a committee to review all of our alerts, pruning them one by one. This is painstaking work, the digital equivalent of weeding the lawn, and even after two years, we have succeeded in removing only about 30 percent of the alerts from the system. Making a bigger dent in the alert problem is going to require more sophisticated analytics that can signal, in real time, that this particular alert should not fire, because, in this particular situation, with this particular patient, it is overwhelmingly likely to be a false positive. We’re not there yet. Neither is Epic, the company that sold us our electronic health record system — or anyone else, for that matter. But the need to address this problem is pressing.

We’ve changed other things, too. Our computerized prescribing system will now block any effort to prescribe more than nine pills in a single dose. As with so many of the solutions, creating “hard stops” like this seems like a no-brainer, yet proved to be surprisingly complex. What if a patient is on 20 mg of morphine and the pharmacy is out of 10 mg pills, with only 2 mg pills in stock? The 9-pill maximum solution — the only fix that was technically feasible within Epic — would block the computer from dispensing ten 2-mg morphine tablets, perhaps forcing a patient to wait in pain while the physician or pharmacist jumped through bureaucratic hoops to override the block.

But not every problem can be fixed in-house. Some issues can only be fixed by outside software engineers — in our case, the ones sitting at Epic’s massive headquarters in Verona, Wisconsin. Even then, the company only makes such revisions available to all of their clients in the course of periodic software updates, which come perhaps once or twice a year. Because most health IT systems are not cloud-based, they lack the ability to push out a rapid update, the way we’re all used to doing on our smartphones and tablets.

There have been calls for a national clearinghouse for IT-related safety issues, and this seems like a good idea to me. Such a clearinghouse would at least offer a fighting chance that someone will identify a pattern of computer-related errors and that the users and vendors are aware of it. But such a central repository will need to have some teeth if it is to be effective.

The technology fixes are important. But preventing the next Septra overdose will take efforts that focus on problems far beyond the technology itself, on the other layers of Swiss cheese. For example, the error by the pharmacist owed, at least in part, to the conditions in the satellite pharmacy, including the cramped space and frequent distractions. The satellite pharmacists now work in a better space, and there have been efforts to protect the pharmacist who is managing the alerts from answering the phone and the door.

We also needed to address another problem that is not limited to healthcare: overtrust in the technology. As Captain Sullenberger, the “Miracle on the Hudson” pilot, told me, aviation faces a similar need to balance trust in the machine and human instinct. The fact that today’s cockpit technology is so reliable means that pilots tend to defer to the computer. “But we need to be capable of independent critical thought,” Sully said. “We need to do reasonableness tests on whatever the situation is. You know, is that enough fuel for this flight? Does the airplane really weigh that much, or is it more or less? Are these takeoff speeds reasonable for this weight on this runway? Everything should make sense.”


The decision whether to question an unusual order in the computer is not simply about trust in the machines. It’s also about the culture of the organization.



Safe organizations relentlessly promote a “stop the line” culture, in which every employee knows that she must speak up — not only when she’s sure that something is wrong, but also when she’s not sure it’s right. Organizations that create such a culture do so by focusing on it relentlessly and seeing it as a central job of leaders. No one should ever have to worry about looking dumb for speaking up, whether she’s questioning a directive from a senior surgeon or an order in the computer.
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How will an organization know when it has created such a culture? My test involves the following scenario: A young nurse, not unlike Brooke Levitt, sees a medication order that makes her uncomfortable, but she can’t quite pinpoint the reason. She feels the pressure to, as the Nike ad goes, “just do it,” but she trusts her instinct and chooses to stop the line, despite the computer’s “You’re 30 Minutes Late” flag, her own concerns about “bothering” her supervisor, or perhaps even waking an on-call doctor. And here’s the rub: the medication order was actually correct.


The measure of a safe organization is not whether a person who makes a great catch gets a thank-you note from the CEO. Rather, it’s whether the person who decides to stop the line still receives that note . . . when there wasn’t an error.



Unless the organization is fully supportive of that person, it will never be completely safe, no matter how good its technology.

The importance of speaking up extends beyond the recognition of individual errors to more general complaints about the design of the software. If front-line clinicians are ostracized, marginalized or dismissed as Luddites when they speak up about technology-related hazards, progress will remain sluggish. Similarly, if hospitals remain quiet about cases such as the Septra overdose, we are doomed to keep repeating the same mistakes. As you might guess, silence is the way such errors are usually handled, for all sorts of reasons: fear of lawsuits, worry about reputation, plain old shame.

After hearing about this case, I asked the senior leaders at UCSF Medical Center for permission to write about it, and to approach the involved clinicians as well as Pablo Garcia and his mother. Quite understandably, many people were reluctant at first to air the case. Sure, let’s discuss it in our own meetings, maybe even present it at a grand rounds or two. But going public — well, that would just be inviting trouble, from regulators, lawyers, the software vendor, the University’s regents — to say nothing of the impact on our reputation.

On December 11, 2013, we were discussing the case at a safety meeting at UCSF. I presented some of my recommendations, as did many of the hospital’s leaders. I had made my request to use the case in my book, but I hadn’t yet heard back, and assumed it was making its way through the various layers of the organization. As it happened, the final arbiter — medical center CEO Mark Laret — was sitting across the table from me.

Laret’s job is exquisitely tough, and politically charged: to ensure the 8,000 employees of the massive health system deliver safe, high quality, satisfying care during nearly 1 million patient encounters each year — while dealing effectively with unions, donors, newspaper reporters, and managing the odd Ebola outbreak or scandal that inevitably pops up from time to time. Running the $2 billion operation is a daily tightrope act, and Laret is superb at it.

The average longevity of hospital CEOs is a few years, but Laret has been in his position for 15, and that takes a level of political acuity — and risk aversion — that made me worry that he would say no to my request. As I was thinking all of this, my iPhone buzzed. It was an email from Laret. I looked up at him, and ever so briefly we made eye contact. Then I looked at my phone, and read his note: “I agree that this really needs to be published.”


[image: ]


[image: ]

This is excerpted from The Digital Doctor: Hope, Hype, and Harm at the Dawn of Medicine’s Computer Age, by Robert Wachter. McGraw-Hill, 2015. You can buy the book here.
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Illustrated by Lisk Feng
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